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Preface

The research for this PhD thesis, entitled ”Future air pollution levels in the
Northern Hemisphere - Sensitivity to climate change and projected emis-
sions”, has mainly been carried out at Department of Environmental Science,
Aarhus University (formerly known as: National Environmental Research
Institute, Department of Atmospheric Environment) under the supervision
of Dr. Jørgen Brandt. About 1/3 of the work has been conducted in the
Danish Climate Centre, Danish Meteorological Institute under the supervi-
sion of Dr. Jens Hesselbjerg Christensen. The main internal supervisor of
the project is Associated Professor Aksel Walløe Hansen, Niels Bohr Insti-
tute, University of Copenhagen.

The PhD project was carried out from April 2007 to October 2011 and was
funded partly by the Faculty of Science, University of Copenhagen (1/3),
the COGCI (Copenhagen Global Change Initiative) PhD school, University
of Copenhagen (1/3), Danish Meteorological Institute, Danish Climate Cen-
tre (1/6) and finally partly by the Department of Environmental Science,
Aarhus University (former known as: Department of Atmospheric Environ-
ment, National Environmental Research Institute (NERI)) (1/6).

The PhD project has contributed to both national and international projects
(ENSCLIM and Copenhagen Climate), networks (ACCENT and HTAP)
and research centres (BNI, AMAP, CEEH).

The thesis can be read as an independent report. Moreover 5 peer review
scientific papers and 1 scientific book contribution is included in appendix B
and supports the work in the thesis. A short description of these papers and
their relevance with respect to this thesis can be found in the Introduction.
The included papers are:

Paper I:
Hedegaard, G. B., J. Brandt, J. H. Christensen, L. M. Frohn, C. Geels and
M. Stendel; Impacts of climate change on air pollution levels in the North-
ern Hemisphere with special focus on Europe and the Arctic, Atmospheric
Chemistry and Physics, 8, 3337-3367, 2008.
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Paper II:
Hedegaard, G. B.; Natural Sources, in: Air pollution - from a local to a
global perspective, Polyteknisk Forlag, Eds.: Jes Fenger and Jens Christian
Tjell., 163-174, 2008.

Paper III:
Skjøth, C. A., Geels, C., Hvidberg, M., Hertel, O., Brandt, J., Frohn, L. M.,
Hansen, K. M., Hedegaard, G. B., Christensen, J. H., Moseholm, L.; An
inventory of tree species in Europe-An essential data input for air pollution
modelling, Ecological Modelling, 217, 3-4, 292-304, 2008.

Paper IV:
Brandt, J., Silver, J. D., Frohn, L. M., Geels, C., Gross, A., Hansen, A. B.,
Hansen, K. M., Hedegaard, G. B., Skjøth, C. A., Villadsen, H., Zare, A. and
Christensen, J. H.; An integrated model study for Europe and North Amer-
ica using the Danish Eulerian Hemispheric Model with focus on intercon-
tinental transport of air pollution, submitted to Atmospheric Environment
(Special issue ), May 2011. (2011a).

Paper V:
Brandt, J., Silver, D., Frohn, L. M., Christensen, J. H., Andersen, M. S.,
Geels, C., Gross, A., Hansen, K. M., Hansen, A. B., Hedegaard, G. B, and
C. A. Skjøth; Assessment of Health-Cost Externalities of Air Pollution at
the National Level using the EVA Model System, in preparation (draft),
(2011b).

Paper VI:
Geels, C., Hansen, K. M., Christensen, J. H, Skjøth, C. A., Ellerman,
T., Hedegaard, G. B, Hertel, O., Frohn, L. M., Gross, A., Hansen, A. B.,
Brandt, J.; Projected change in atmospheric nitrogen deposition to the
Baltic Sea towards 2020, Atmospheric Chemistry and Physics Discussions,
11, 21533-21567, 2011.



Summary

Climate change impacts the atmospheric composition of the atmosphere,
since the concentration of chemical species in the atmosphere depends on
different meteorological parameters and hence is sensitive to changes in the
climate. Furthermore past, present and future anthropogenic emissions of air
pollutants alter the chemical composition of the atmosphere. In this thesis
the sensitivity of ozone and its related precursors are investigated together
with black carbon, and other particles with respect to the individual impacts
from climate change and changes in future anthropogenic emissions.

A model framework has been setup based on the Danish Eulerian Hemi-
spheric Model (DEHM), which is an Eulerian Atmospheric Chemistry Trans-
port Model (ACTM). The DEHM model has been driven on past, present
and future meteorology projected by the Atmosphere-Ocean Climate model
ECHAM5/MPI-OM. The applied climate simulation covers 340 year and
has been forced with the SRES A1B emission scenario in the future.

Within the climate change-air quality research community it is common to
do time-slice experiments. In this thesis attention is paid on the precautions
and pre-analysis of the climate data that need to be carried out before using
the data for impacts studies. Specifically, four time-slices have been chosen
(1890s, 1990s, 2090s and 2190s) to represent the differences between the
three centuries. Empirical Orthogonal Function (EOF) analysis and other
statistical tools have been used in order to verify the use of time-slices for
simulations with the ACTM. It is concluded that it is scientifically sound to
use the specific four time-slices. The chance of choosing an abnormal decade
from the climate simulation with respect to the internal variability is only 4
out 34 within a 10 % significance level.

Several simulations have been carried out with the DEHM model forced with
different combinations of meteorology and emission scenario data. The emis-
sion inventories used are the EMEP, EDGAR and GEIA databases and the
newly developed RCP4.5 emission scenario. The impact of climate change
on the future surface ozone concentration has thoroughly been evaluated
with respect to the different sinks and sources of surface level ozone. It was
found that the changes in future ozone concentrations due to climate changes
lead to a general decrease in the remote and semi-remote areas. In urban
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areas the ozone concentration will increase due to increased production from
increased biogenic emissions of VOCs.

The largest changes in surface level ozone are found to happen in the current
century. However, the tendencies found will continue into the 22nd century.
The fate of ozone is in general driven by two competing effects; ozone de-
struction due to increased water vapour in the clean areas and ozone pro-
duction in the more polluted areas. The impact from climate change implies
a promoting effect on production on biogenic isoprene which in the presence
of NOx results in increase in the ozone concentration.

The addition of changes in the anthropogenic emissions prescribed by the
RCP4.5 emission scenario, result in a different picture. The signal from
the changes in anthropogenic emissions dominates for most species in most
areas. However, opposing effects from impact of climate change and emission
change are found for some species implying a so called ”climate penalty”;
to reach a certain reduction level further actions needs to be taken into
account in air pollution regulation in order to counteract the impact of
climate change.



Dansk Sammenfatning

Klimaændringer har indflydelse p̊a den kemiske sammensætning i atmos-
færen, da koncentrationen af de kemiske stoffer i atmosfæren afhænger af
forskellige meteorologiske parametre og derfor er følsomme overfor klimaæn-
dringer. Endvidere kan den fortidige, nutidige og fremtidige menneskelige
udledning af luftforurenende stoffer ændre atmosfærens sammensætning. I
denne afhandling bliver følsomheden af ozon og de ozon-dannende stoffer,
samt sod og andre partikler undersøgt med hensyn til effekten af klimaæn-
dringer og effekten af ændringer i de fremtidige menneskeskabte emissioner.

Et model system er blevet etableret, baseret p̊a den Danske Eulerske Hem-
isfæriske Model (DEHM), som er en Eulersk atmosfære kemisk transport
model (ACTM). DEHM modellen er kørt p̊a fortidig, nutidig og fremtidig
meteorologi beregnet med atmosfære-ocean klimamodellen ECHAM5/MPI-
OM. Klimasimuleringen som er blevet anvendt er 340 år lang og er blevet
forceret med SRES A1B emissions scenariet.

I forskning inden for klimaændringer og luftforurening er det almindeligt
at lave klimaeksperimenter baseret p̊a relativ korte tidsperioder. I denne
afhandling er der sat fokus p̊a de forholdsregler og pre-analyser, som man
bør foretage før man bruger klimadata i effektstudier. Specifikt er der
valgt fire tidsperioder (1890’erne, 1990’erne, 2090’erne og 2190’erne) som
skal repræsentere forskellen over tre 100-̊ars perioder. Empirisk Ortogonal
Funktions (EOF) analyse og andre statistiske metoder er blevet brugt til
at verificere brugen af kortere tidsperioder i ACTM kørsler. Konklusionen
er, at det er videnskabelig forsvarligt at bruge de fire valgte tidsperioder.
Risikoen for at vælge en unormal dekade ud af den fulde 340-̊ar lange kli-
masimuleringen er 4 ud af 34 under et 10% signifikans niveau.

Adskillige simuleringer er blevet kørt hvor DEHMmodellen er blevet forceret
med forskellige kombinationer af meteorologi og emissions scenarier. Emis-
sionsopgørelserne som er brugt til simuleringerne er baseret p̊a EMEP, EDGAR,
GEIA emissions databaserne og det nyudviklede RCP4.5 emissionsscenarie.
Effekten fra klimaændringer p̊a de fremtidige ozon koncentrationer er blevet
grundigt testet med hensyn til de forskellige ozon dræn og kilder. Ændrin-
gen, som skyldes klimaændringer, i de fremtidige ozon koncentrations niveauer
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resulterer i et fald i koncentrationerne i de rene omr̊ader og en stigning i de
tætbefolkede mere forurenede omr̊ader.

Det viste sig i de fremtidige ozon koncentrationer at ændringerne p̊a grund
af klimaændringer førte til en general stigning i de ikke-forurenede omr̊ader.
I byomr̊aderne vil ozon koncentrationerne derimod stige p̊a grund af en øget
produktion fra øget naturlige emissioner af VOC’er.

Den største ændring i overflade ozon koncentrationen blev fundet i dette
århundrede, men tendensen ville fortsætte ind i det næste 22. århundrede.
Ozon fordelingen er generelt drevet af to konkurrerende effekter; ozon ned-
brydning p̊a grund af øget vand damp i de rene omr̊ader og ozon produk-
tion pga. øget VOC niveauer og øget vanddamp i de forurenede omr̊ader.
Klimaændringer fremmer de naturlige VOC emissioner (isoprene) og øger
dermed ozon produktionen i omr̊ader hvor der er relativt høje NOx niveauer.

Medtages effekten fra ændrede menneskeskabte emissioner i dette tilfælde
baseret p̊a RCP4.5 scenariet, ses et andet billede. Signalet fra ændrede emis-
sioner dominerer for de fleste stoffer i de meste af model domænet. Dog er
signalet fra klimaændringer i nogle tilfælde modsatrettet signalet fra emis-
sions ændringer. Denne dæmpende effekt af emissions reduktioner er blevet
betegnet som ”Klimastraffen”. Det vil sige for at opn̊a et bestemt koncen-
trations niveau er man nødt til at reducere yderligere og medregne denne
tillægsreduktion i luftforureningsregulativerne i fremtiden for at kompensere
for effekten fra klimaændringer.
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1 Introduction

Since industrialization the concentration of greenhouse gases in the atmo-
sphere has increased. The greenhouse gases affect our climate, which has
been undergoing a continuous change into what we experience today. Con-
tinued anthropogenic emissions of CO2 will lead to further warming and
at some point the natural carbon sinks of the earth will be filled up which
will accelerate the warming of the climate system. The natural CO2 sinks
can only take up a certain amount of emitted CO2 and the remaining
CO2(∼ 20%) will stay in the atmosphere for at least a millennium [Monaster-
sky, 2009]. Additionally the large heat capacity of the oceans are delaying
the warming effect of the already emitted greenhouse gases. This means
that when we stop emitting CO2 the atmosphere will continue to warm due
to energy stored in the oceans.

In the 4th assessment report from IPCC published in 2007 it is stated that:
”Warming of the climate system is today an indisputable fact and it is
very likely that most of the warming has an origin in the anthropogenic
interference with the environment” [Pachauri & Reisinger, 2007].

Since the atmospheric chemistry is highly dependent on temperature, hu-
midity and solar radiation the observed warming will inherently affect the
chemical composition of the atmosphere. The climate system of the earth
is very complex and intertwined. A general temperature increase will lead
to changes of other meteorological parameters such as for example precip-
itation, pressure patterns, humidity and cloud cover. Common to these
parameters is that they influence the air pollution levels and distribution
via physical and chemical processes.

The effect of changes in meteorology on air pollution levels implies that
even though we today decide to keep the anthropogenic emissions of air
pollutants constant, the air pollution levels will change anyway. Since air
pollution can have tremendous effect on human health, agriculture, the ter-
restrial and marine eco-systems etc., it is important to try to predict the
future air pollution levels in order to develop and implement air pollution
legislation that hopefully will minimize the negative consequences of hu-
man interference with the environment. Evaluations and developments of
new emission reduction strategies should include the additional effect from
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climate change and therefore sensitivity studies with respect to impacts of
climate change and anthropogenic emission are a necessity.

In the current study the Danish Eulerian Hemispheric Model (DEHM) [Chris-
tensen, 1997; Frohn et al., 2001, 2002a,b; Brandt et al., 2011] has been
driven on meteorology of the past, present and future projected by the
ECHAM5/MPI-OM Atmosphere-Ocean General Circulation Model [Roeck-
ner et al., 2003, 2006; May, 2008] forced with IPCC SRES A1B emission sce-
nario [Nakicenovic et al., 2000]. Several DEHM simulations have been car-
ried out with different combinations of meteorology (past/pressent/future)
and different emission scenarios in order to study the sensitivity of different
air pollutants due to climate change and changes in anthropogenic emission.
More specifically ozone and the related photochemical species have been
investigated thoroughly throughout three centuries with respect to the im-
pacts of climate change. Further, the competitive effects of climate change
and changes in anthropogenic emissions have been evaluated in the 21st cen-
tury with focus on ozone, black carbon, nitrogen, sulfuric compounds and
PM2.5 in general. The thesis consists of three parts:

First the changes in surface ozone concentrations over three centuries due
to climate change alone are studied. Ozone is in the low level atmosphere
a toxic gas, that through respiratory and cardiovascular diseases can lead
to premature death of human beings. Furthermore ozone is a climate gas
due to its radiative properties. It is harmful to plants in high concentra-
tions and can diminish the crop yield substantially. In this study the ozone
concentration has been investigated throughout out the past, the present
and the future century. The focus has been on the photochemistry which is
affected by a changing climate. The main scientific questions of this part of
the thesis have been:

- How will the surface ozone concentration and related chem-
istry change in a changing climate during the 21st century?

- How did the surface ozone concentration change during
the 20th century according to the model and will the pro-
jected change in the 21st century continue with the same
force throughout the 22nd?

- What chemical and physical processes are the main drivers
in the model for the changes projected?

The next part of the thesis concentrate on the 21st century and projected
changes in the anthropogenic emissions are included. The focus has been
on both ozone and particulate matter. The main scientific questions of this
research were:
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- Is the signal from climate change on future air pollution
levels significant relative to the signal from changes in the
anthropogenic emissions?

- Are the two signals opposing or amplifying each other?

- Are there any secondary effects of the two signals operating
simultaneously in the atmosphere that needs to be accounted
for in future air pollution legislation?

Finally the third part deals with a more general topic with respect to impact
studies. Often, and it is also the case in this thesis, impact modellers have
to do time-sliced experiments, which simply implies that changes over e.g.
a century is simulated by subtracting two time-slices from the beginning
and the end of the century. The lengths of these time-slices depends on the
availability of data, computer and storage capacity and the complexity of
the impact model. In this third part of the thesis the climate simulation
used for the impact studies has been analysed to verify the following:

- Is it scientifically sound to use ten-year time-slices from
a CTM driven on Climate to describe the effect of climate
change on air pollution?

- Specifically do the four chosen time-slices 1890s, 1990s,
2090s and 2190s reasonably represent the full data set (1860-
2200) with respect to inter-annual to decadal variability in
atmospheric circulation.

- How long should the time-slices be in the climate simulation
used in this thesis in order to separate out errors due to
inter-annual and decadal variability in the data set?

Furthermore the thesis includes 5 scientific papers and one scientific book
contribution (Appendix B) based on research carried out during this PhD.
The first paper ”Modelling the impacts of climate change on air pollution
levels in the Northern Hemisphere” (app. B1) is based on the beginning of
the work with Climate Change - Air Quality (CC-AQ) interactions in the
Department of Environmental Science, Aarhus University (formerly known
as Department of Atmospheric Environment, National Environmental Re-
search Institute). The DEHM-ECHAM model setup is in this paper eval-
uated over Europe against observations and projections from a similar but
different model setup. In the paper it is concluded that DEHM model driven
in climate mode with meteorological input from ECHAM performs well
with respect to the annual mean values and seasonal variation based on
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monthly mean values of several chemical species (e.g. the ozone concen-
tration). Moreover the paper includes an investigation of the air pollution
levels in the 21st century projected by the DEHM-ECHAM model setup.

The second contribution included in the appendix (app. B2) is a contribu-
tion written for a university level educational book on air pollution. As the
title ”Natural Sources, in: Air pollution - from a local to a global perspec-
tive” indicates, the chapter is about the biogenic sources that contribute to
air pollution. It is relevant with respect to the thesis, since most natural
sources are especially sensitive to changes in the meteorological parameters.
In Particular the book contribution includes a section on Volatile Organic
Compounds (VOCs) including isoprene, which has a central role in the cli-
mate experiments carried out in this thesis.

The third paper ”An inventory of tree species in Europe - An essential data
input for air pollution modelling” (app. B3) documents a tree species inven-
tory we developed in our department. It is originally developed for pollen
modelling but can also be used for other purposes e.g. to optimize emissions
biogenic VOCs. In general it is difficult to obtain correct descriptions of
even the current tree populations in Europe (and worse in less developed
countries) since counting procedures and the categorizations of tree species
is different for every country. Furthermore the data varies in quality, is
spatially unevenly distributed and needs to be sorted, filtered and gridded
before it is ready to use as model input to e.g. atmospheric models. The
inventory provides a full gridded data set ready for use as input data.

The fourth paper ”An integrated model study for Europe and North America
using the Danish Eulerian Hemispheric Model with focus on intercontinental
transport” (app. B4) is a paper submitted for a special issue of the AQMEII
model inter-comparison project. The paper contains a thoroughly up to date
description of the DEHM model used in this thesis. Moreover the paper
describes the inter-continental transport of pollutants. In the DEHM model
we have an option to use a tagging method, which in this paper has been
used to evaluate the contributions of air pollutants between Europe and
North America. The tagging method is described in this and in paper V.

The fifth paper ”Assessment of Health-Cost Externalities of Air Pollution
at the National Level using the EVA Model System” (app. B5) is still under
preparation and will be submitted in a shorter version soon. It evaluates
the Economic Valuation of Air pollution (EVA) model system that has been
developed in the Centre for Energy, Environment and Health (CEEH) fi-
nanced by The Danish Strategic Research Program on Sustainable Energy
under contract no 2104-06-0027. The EVA model system is an integrated
model system based on the impact-pathway chain and can be used to assess
the health-related economic externalities of air pollution. In particular, the
EVA system can be used to estimate the external costs resulting from spe-
cific emission sources, countries or SNAP categories. In this paper, the EVA
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system is applied over Europe and special attention is paid to Denmark and
the international shipping traffic.

The sixth and final included paper (app. B6) ”Projected change in atmo-
spheric nitrogen deposition to the Baltic Sea towards 2020” deals with the
change in future nitrogen deposition to the Baltic sea area. Like paper IV
and paper V the tagging method is applied in order to study future emission
legislation. Particularly the implication of the new National Emission Ceil-
ings directive (NEC-II), currently under negotiation in the EU, is evaluated
with respect to the present and future contributions from the countries sur-
rounding the Baltic sea. The paper concludes, that for some countries, the
projected decrease in N deposition arising from the implementation of the
NEC-II directive, will be a considerable part of the reductions agreed on in
the provisional reduction targets of the Baltic Sea Action Plan. In relation to
the research focus of this thesis, the current paper solely aims at predicting
the changes due to emission reduction and neglects the effects from climate
change. The next step would be to include the impacts of climate change.
Since this paper evaluates a particular legislation (NEC-II) until year 2020,
the results are difficult to compare directly with the rest of the results in
this thesis. However the research described in the paper is highly relevant
in general with respect to the issue of climate change, emission change and
future air pollution levels and their mutual interactions.

This thesis begins with a chapter (2) on state of the art within climate change
- air pollution interactions, followed by chapter (3) describing the emission
inventories and scenarios used. Next, the chemical transport model (DEHM)
is described in chapter 4 followed by a chapter (5) about the climate model,
the simulations and the the meteorological output of the climate model.

The results of the first research topic ”Impacts of climate change on ozone
chemistry over three centuries” are outlined in chapter 6 together with a
thorough evaluation of the ozone related chemistry included in the model.
Chapter 7 deals with the second research topic ”The relative importance
of the signal from climate change and the signal from emission change”.
Finally the subject of time-slices is treated in chapter 8. First the topic is
introduced, secondly methods for evaluating the variability of time-slices is
described. In chapter 9 the results are outlined.

In general the results are discussed briefly as they are presented and in chap-
ter 10, the results of all three research topics are summarised and discussed
jointly. The final conclusions are stated in chapter 11 together with a future
outlook.





2 The state of the art in
Climate Change - Air
Quality modelling

Since about a decade ago a new branch of air quality modelling has devel-
oped within the international atmospheric chemistry transport modelling
community. The observed climate change within the last century and an es-
tablishment of the anthropogenic origin of these changes by the publishing
of the fourth IPCC Assessment Report in 2007 (IPCC, 2007) have initiated
an urge to understand, how these changes in the global climate system affect
future air quality.

The distribution and lifetimes of air pollutants depend strongly on many
meteorological parameters. It is therefore very likely that the fate of the
air pollutants will be altered under changed climate conditions even though
the anthropogenic emissions are stagnated to levels of today. Both regional
[Hogrefe et al., 2004; Langner et al., 2005; Meleux et al., 2007; Tagaris et al.,
2007; Dawson et al., 2008; Katragkou et al., 2010; Andersson & Engardt,
2010], hemispheric [Hedegaard et al., 2008], and global [Johnson et al., 2001;
Brasseur et al., 2005; Liao et al., 2007; Murazaki & Hess, 2006; Stevenson
et al., 2005; Wu et al., 2008a; Racherla & Adams, 2008] chemistry transport
models have been used to quantify the changes in air pollution levels due to
climate change, and today more and more research groups all over the world
develop coupled (in most cases one-way coupling) climate/air-quality-models
in order to answer the growing amount of questions from policy makers.

There is a general belief that the size of the signal from climate change
on air pollution levels and distributions is large enough to necessarily be
accounted for when future emission legislation are developed (e.g. Hogrefe
et al. [2004]; Langner et al. [2005]; Andersson & Engardt [2010]). Wu et al.
[2008b] defines “climate penalty” as the need for stronger emission controls
in order to achieve a given air quality standard. As an example Wu et al.
[2008b] concludes from their results that air quality control needed to reduce
the NOx levels 40% under current climate conditions will match a reduction
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of 50% under 2050 climate conditions. This 25% larger reduction by the
authors defined as the “climate penalty” add to the fact that policy makers
must take into account the effects from climate change when making new
air quality control strategies.

In the following section (2.1) the evolution of the CC-AQ model commu-
nity through the last decade including some methods and conclusions are
included. For a more detailed review and comparison of some of the re-
sults see Carmichael & Dentener [2007]; Jacob & Winner [2009]; Hjorth &
Raes [2009] and specifically for the United States see [Weaver et al., 2009].
Further section 2.1.1 introduces the field of on-line coupled models.

2.1 Evolution the of CC-AQ modelling community

Historically, one of the first studies published, with one-way coupling of cli-
mate model to a full chemistry transport model with an advanced chemistry
scheme, was carried out by Johnson et al. [2001]. They used the three-
dimensional Lagrangian tropospheric chemistry model STOCHEM [Collins
et al., 1997, 1999] driven projected climate data from the Hadley Centre
Atmophere-Ocean General Circulation Model (AOGCM) forced with the
SRES A2 emission scenario [Nakicenovic et al., 2000] for the period 1990-
2100 and showed that the impacts of climate change leads to a decrease in
the net production of tropospheric ozone combined with a smaller increase
of stratospheric input ozone at the top of the model domain. However, the
vertical resolution in the model of the upper stratosphere was relatively low.
The extended up to 100 hPa and were only represented by nine layers in
the vertical and had a horisontal resolution of 5.0◦ × 5.0◦. Furthermore
Johnson et al. [2001] did not include the feedback from natural emissions,
which together with the relatively low model resolution makes the results
very preliminary. In 2004 Hogrefe et al. [2004] used a regional model centred
over the eastern United States and showed that the effect from a changed
climate may contribute to the air pollution levels in the future equal to the
effects from changed emissions.

From 2005 and forth more and more research groups began to study the ef-
fects on climate change on air pollution levels and the model setups became
more refined. Today, approximately half a decade later, a small climate
change - air pollution community has developed within the chemistry trans-
port modelling community.

In 2005 Langner et al. published results including climate change-air pollu-
tion interaction from a regional study. They studied the tropospheric surface
ozone over Europe, using the regional Multiscale Atmospheric Transport
and Chemistry Model (MATCH) forced with climate data from the regional
Rossby centre Atmospheric Climate model(RCA) version 1. Langner et al.
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[2005] found a general increase in surface ozone over southern and central
Europe and a general decrease over northern Europe. They stated that, if
the climate scenario used in the simulations is representative for the future
climate, the increase in surface ozone in the future is comparable to the
expected reductions resulting from emission reduction protocols in force by
the time published.

Meleux et al. [2007] did similar experiments, which confirm the results
found by [Langner et al., 2005]. [Meleux et al., 2007] used the CHIMERE
chemistry-transport model forced with climate predictions from the Regional
Climate Model (RegCM). They also found a substantial increase in the daily
peak ozone during the European summer periods which might pose a more
serious threat to human health, agriculture and natural ecosystems in the
future. Meleux et al. [2007] also conclude that the summer of 2003 very well
could be a good example of future threats from air pollution and climate
change on human, agriculture and nature.

Murazaki & Hess [2006] were the first to publish results from a global sim-
ulation with one-way coupling of a climate model and a chemical transport
model projecting the effects of climate change on air pollution levels through-
out the 21st century. They used the global Model of OZone and Related
Chemical Tracers, version 2 (MOZART-2) forced with future meteorology
from the National Center for Atmospheric Research (NCAR) climate system
model(CSM 1.0). Murazaki & Hess [2006] fixed both the anthropogenic and
the biogenic emissions at a 1997 level in order to separate out the effects
from climate change on air pollution. In general they found that background
ozone will decrease in the future in contrast to the locally produced ozone.
Contrary, the ozone levels over the densely populated areas (high NOx lev-
els) will increase significantly since the predicted decrease in background
ozone is far smaller than an expected increase in locally produced ozone1.

In 2008 Hedegaard et al. [2008] published similar results as Murazaki & Hess
[2006] but the simulation included variable biogenic emissions. The level
of Biogenic Volatile Organic Compounds (BVOCs) increases significantly
due to their temperature dependency and the temperature evolution during
the 21st century. Besides ozone, Hedegaard et al. [2008] also examined
the consequence of climate change on some particles. As an example they
found that the sulphate levels over the already polluted areas would increase
significantly due to an enhanced chemical production.

At the same time several regional studies over the United states were pub-
lished [Wu et al., 2008a,b; Pye et al., 2009; Tagaris et al., 2007, 2008; Liao et
al., 2007, 2010]. These studies are al focused on different parts of the United
States, Canada and Mexico. Most of them concentrate on the impacts of

1Stevenson et al. [2005] who carried out similar simulation with a global model but
only for the period 1990-2020.
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climate change alone and a few also evaluates the impacts of changes in the
anthropogenic emissions. Details of some of these studies will be discussed
later in this thesis.

Latest Katragkou et al. [2010]; Andersson & Engardt [2010] and Lam et
al. [2011] have published results of ozone over Europe and ozone particles
over the United States due to impacts of climate change. Andersson & En-
gardt [2010] used the Swedish MATCH model to investigate importance of
biogenic emissions and dry deposition for the future ozone concentration.
They found that the dynamical inclusion of biogenic emissions are together
with a meteorology dependent parameterisations of the dry deposition to
vegetation is extremely important when estimating the future ozone con-
centrations in Europe. They did some sensitivity studies where they change
the dry deposition to vegetation in a way such that it could vary according
the meteorological conditions based on the fact that the ozone uptake from
vegetation depends on the climate conditions they are exposed to. Anders-
son & Engardt [2010] concludes that the dry deposition by plant uptake in
Spain accounts for 80% of the increase in the projected ozone concentration.

Katragkou et al. [2010] also did a sensitivity study of the impact from
changes in different meteorological boundary conditions in a study of ozone
over Europe. It is well known that when using a regional Chemical Transport
Model (CTM), the chemical boundary conditions chosen have an impact on
the final output. Katragkou et al. [2010] used a model setup where the
CAMx reginal CTM were driven on meteorology from the regional climate
model RegCM3. They changed the meteorological boundary conditions be-
tween the ERA40 reanalysis and a climate projection by ECHAM5 and
found that the external meteorological forcings are just as important as the
chemical boundary conditions. This problem is minimized in global model
setups since the boundary conditions is reduced to the top of the domain.
Nevertheless, Tang et al. [2007] have found the top boundary conditions
can be quit important too. According to their results the top boundary
conditions have strong effects on the atmosphere above 4 km.

Most recently Lam et al. [2011] have published a paper focussing on the im-
pacts from biogenic emissions under a combination of different climate con-
ditions and anthropogenic emissions on future ozone and particulate matters
distribution over the United States. Further, both the global GEOS-Chem
model and the regional CMAQ model have been used in order to investigate
the effects of down-scaling. Lam et al. [2011] concludes that for Particulate
matter with a diameter <2.5 µm the impact from climate change have in-
significant effects compared to impacts from changes in anthropogenic emis-
sions. On the contrary the climate change has a small effect on the future
ozone concentration especially in the Northeast of US where the impacts
from changes in biogenic emissions were stronger.
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2.1.1 Online models

All the models mentioned above are offline model setups. Only a very few
groups have made simple online couplings of Climate GCM-CTM models
(e.g. Forkel & Knoche [2006]; Liao et al. [2009]; Unger et al. [2009]). The
advantages from online coupling is the model ability to account for the ra-
diative feedbacks from short-lived greenhouse gases like ozone and methane
as well as aerosols between the large scale climate system and the small
scale chemical regimes. However, online coupled climate-chemistry models
demand very high scientific understanding of the individual feedbacks and
physical processes and set high demands to the computational resources.
The differences in the results of online and offline coupled models varies a
lot depending on the complexities of the given models [Zhang, 2008].

Within online models, two conventional frameworks exist, - unified online
coupling and separate online coupling. The first integrates an air quality
model into a meteorological model and the second consists of two separated
systems (meteorology model/air quality model), that exchange information
at every time step. These types of coupling are with respect to climate
change mostly used for regional climate/air quality modelling [Zhang, 2008].

On a global scale the online coupling is more focusing on earth system
models, which is a large model system including atmosphere, ocean, bio-
sphere, cryosphere and chemistry models. However, earth system models
are still in their premature stages with respect to the inclusion of chemistry
and biosphere. The large uncertainties in accurately describing the climate-
aerosol-chemistry-cloud-radiation feedback processes and the large temporal
and spatial demands in order to predict effects of climate change, justifies
using the offline method.

Recently Raes et al. [2010] published a study where they propose a gener-
alised method to include atmospheric chemistry into the theory of climate
feedbacks. They suggest a method based on a the well known sensitivities
(λ) and radiative forcings (RF) which they couples by a coupling describing
the effects from climate on the atmospheric chemistry and coupling factor
oppositely directed describing the effects from atmospheric chemistry on the
climate system. Through considerations of the thermodynamic equations,
planetary energy balance, the Eulerian equation of motion and some per-
turbation analysis, they end up with a simple fraction describing the ”gain”
for each individual chemical component. This gain is fraction between the
change in the concentration of a given component due to a forcing in the
fully coupled climate-chemistry system divided by the change in the un-
coupled system. The result is a parameter (gain) that gives insight into
the importance of climate as a feedback within the atmospheric chemistry
system [Raes et al., 2010].

Further they apply their developed theory and finds for aerosols, that for
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the individual aerosols the global atmospheric burden can be up to 30%
higher compared to results where only emissions from a ”fixed” climate is
included. The gain for ozone is 1.15 in the Northern hemisphere and 0.80
over the remote oceans which means that the we can expect the future
ozone burden to be 15% higher (20% lower) compared to the results with
fixed climate. However, the author states that this really preliminary results
since the model they use do not include all possible processes that can result
in feedbacks and there are not accounted for the direct and indirect effects of
sea salt and dust nor the long term effect from perturbation of the methane
[Raes et al., 2010]. However, such a system is highly parameterized and
does not provide new understanding of the underlying processes. Moreover,
there is a high risk that the parameterizations of the gain is very uncertain
and maybe even wrong ,since it does not include the physical and chemical
processes.



3 Emission Scenarios

The thesis is build on a model setup, which uses several types of emissions
scenarios. In the following sections, the emissions used in this thesis are
described together with a short overview of the scientific processes behind
the scenarios. The SRES A1B emission scenario (sec. 3.1), the newly devel-
oped RCP scenarios (sec. 3.2.2) are described and together with the EMEP,
GEIA and EDGAR (sec. 3.3) emission inventories.

In order to project the future atmospheric composition, the future anthro-
pogenic emission has to be known. Obviously, such emission inventories
do not exist since they depend on a large amount of unknown parameters,
like e.g. population growth, economic development, technological evolu-
tion and politics. Therefore anthropogenic emission scenarios have been
developed based on future projection concerning politics, demography, tech-
nology, socio-economy etc. These scenarios are the first assumption atmo-
spheric or climate system modellers have to accept in order to project the
future conditions of the atmosphere.

3.1 SRES A1B Scenario

In 1992 the first IPCC emission scenarios (IS92) were created. These were in
1998 replaced by the IPCC SRES emission scenarios, which are a set of dif-
ferent storylines of how demography, economy, technology etc. can develop
in the future and the resulting emission up to year 2100 are prescribed.
Based on these emissions, climate modellers made climate projections for
the 21st century. Having the climate projection and the original emissions,
integrated assessment modellers carried out impact, adaptation and vulner-
ability studies. A huge problem with this approach has been that the whole
process has been ten year under way and the original socio-economic aspects
that the storylines are built on were outdated at the time the impact com-
munity started using the scenarios [Moss et al., 2010]. An example of this
is the prediction of the sulphur emissions. The sulphur emission reductions
initiated during the 1980s and early 1990s can already be seen in observa-
tions from late the 1990s and the beginning of the 2000s. These reductions
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are not included in the scenarios made before 1997.

The SRES (Special Report on Emission Scenarios) emission scenarios consist
of four storylines A1, B1, A2 and B2. These are denoted families and each
family includes several scenarios [Nakicenovic et al., 2000]. For example the
A1 family includes the A1F1 which represents a fossil fuel intensive future,
A1T is based green technologies and dominated by non-fossil fuel energy
and finally there are A1B scenario which has been used in the in to forced
the climate simulation that this thesis work builds upon Nakicenovic et al.
[2000].

The A1B is an in-between balanced scenario. The A1B scenario assumes
a future world with very rapid economic growth and a rapid introduction
of new and more efficient technologies balanced between both fossil - and
non-fossil intensive energy sources. The population growth peaks in about
2050 and declines hereafter [Nakicenovic et al., 2000].

3.2 RCP Scenarios

The Representative Concentration Pathways (RCP) consist of four sets of
emissions; RCP2.6, RCP4.5, RCP6 and RCP8 that lead to four predeter-
mined radiative forcing levels (2.6 W/m2 ,4.5 W/m2,6 W/m2, 8.5 W/m2).
In the following, the process leading to these new scenarios is briefly de-
scribed together with a brief overview of the four scenarios. In the thesis
the RCP4.5 scenario are used and details is summarized in subsection 3.2.2.

3.2.1 The parallel process

In the acronym Representative Concentration Pathways (RCP), ”Represen-
tative” means there are many different scenarios which have similar radiative
forcings and emissions characteristics and still reach the same target [Moss
et al., 2008, 2010]. ”Pathways” refers to the time before reaching the target
and it indicates that the evolution towards the target does not have to follow
a certain trajectory [Moss et al., 2008, 2010]. For example overshooting can
be a possibility or a period of rapid increase in the radiative forcing levels
followed by a decline could be another path towards a predetermined radia-
tive forcing level. And furthermore these concentration levels or trajectories
can also be reached by different combinations of new technologies, demo-
graphic and economic evolutions etc. In contrast to a more straight forward
development process of the SRES scenarios, the method just described is
called the ”new parallel process” [Moss et al., 2008].

The main purpose of the parallel process is to speed up whole process in
order two get scenario data which by the time it is ready for use still is based
on state-of-the-art models Moss et al. [2008] and [Moss et al., 2010]. First
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some forcing levels are determined and a set of emissions leading to each
of these forcing levels are constructed. In the next step climate modellers
and socio-economist work in parallel in determine the future climate and
the socio-economic worlds that lead to these predetermined forcing levels.
The outcome of the second step is climate projections and specific emis-
sions where the different pollutants are divided into sectors ready to use as
input to impact, vulnerability, and adaptation research. In contrast to the
research published in the 4th report from IPCC, the climate models used for
assessment research will not be outdated even before the assessment research
are published.

The whole RCP process is believed to facilitate new research questions on
how broad the socio-economic conditions can be in order to reach a specific
forcing level in time. This is both with respect to the ultimate level path-
way over time and spatial patterns. Subsequently with this research of the
different ways to match a specific RCP, it is expected that new reference
scenarios will be developed, in order to study uncertainties or e.g. alterna-
tive demographic, socioeconomic, land use and technology scenarios [Moss
et al., 2008, 2010].

The outcome of the above described process is the four scenarios RCP2.6
(RCP3.0-PD), RCP4.5, RCP6 RCP8, which leads to a radiative forcing of
2.6 W/m2, 4.5 W/m2, 6 W/m2, 8.5 W/m2 by the end of this century (2100).
RCP2.6 or RCP3-PD (peak and decline) is the scenario resulting in the low-
est forcing. It attains a forcing level of 3 W/m2 before year 2100 and decline
to about 2.6 W/m2 by the end of the century. The two middle scenarios
RCP4.5 and RCP6 both stabilize at their predetermined level without any
overshooting before year 2100. RCP8 rises throughout the whole century
and passes a radiative forcing level 8.5 W/m2 by the end of the century,
which corresponds to a CO2 equivalence concentration level of 1370 W/m2.

3.2.2 RCP 4.5

In the current study the RCP4.5 [Smith & Wigley, 2006; Clarke et al., 2007;
Wise et al., 2009] is chosen. This means a RCP that stabilizes at radiative
forcing of 4.5 W/m2 after year 2100. At the time the first simulation of this
study was carried out RCP2.8, RCP4.5 and RCP8.5 were the only scenarios
available in the RCP database (www.iiasa.ac.at/web-apps/tnt/RcpDb) and
the RCP4.5 was chosen, since it was in the middle range of these three
scenarios and was most similar to the old SRES A1B scenario with respect
to radiative forcing which the ECHAM5 simulation used in this thesis has
been forced with. A radiative forcing of 4.5 W/m2 corresponds to a 650
ppm CO2-equivalent level after year 2100.

The emission data in the IIASA RCP data base (www.iiasa.ac.at/web-
apps/tnt/RcpDb) are global and have a resolution of 0.5◦ × 0.5◦ . One data
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set is provided for each decade, which in this case means for the period 1990-
1999 the 2000 emissions have been used for every year and for the 2090-2099
decade the data of year 2100 has been used every year.

The data base contains emission data of the common climate gases (CO2,
CH4, N2O, CFCs etc.) and the air pollutants; Black Carbon (BC), Sulfur,
(SO2), carbon monoxide (CO), NOx (NO), Volatile Organic Compounds
(VOCs) and ammonia (NH3). In the chemical transport model DEHM the
short term emissions of these compounds have been estimated by forcing of
monthly, weekly and diurnal cycles upon the annual value.

To put the RCP4.5 scenario in perspective, it can be mentioned that EU
decided on a two-degree target after the COP15 meeting in Copenhagen in
2009 and in the last IPCC report it was concluded that: ”In order to have
a 50% chance of keeping the global mean temperature rise below 2◦C rela-
tive to pre-industrial levels, atmospheric GHG concentrations must stabilise
below 450ppm CO2 equivalence” [Pachauri & Reisinger, 2007]. And further
”Stabilisation below 400ppm will increase the probability to roughly 66%
to 90%” [Pachauri & Reisinger, 2007]. RCP4.5 stabilizes at 650 CO2-eq
after year 2100 whereas the RCP2.6 peaks at 3.0 W/m2 corresponding to a
CO2-equivalence level of 490 W/m2.

3.3 GEIA, EMEP and EDGAR

For the first part of this thesis (chapter 6) the emissions of the primary
pollutants in DEHM are based on data from the Global Emissions Inven-
tory Activity (GEIA) [Graedel et al., 1993], the Emission Database for
Global Atmospheric Research (EDGAR2000 Fast track) [Olivier et al., 1996;
Olivier & Berdowski, 2001] both with global coverage, and the EMEP emis-
sions [Vestreng, 2001; Mareckova et al., 2008] covering Europe. The GEIA
database includes natural emissions of NOx from soil and lightning and
Black Carbon, which mainly originate from biomass burning. Further, emis-
sions from retrospective wildfires are included based on Schultz et al. (2008).

The emissions divided into ten different SNAP categories (Selected Nomen-
clatur for Air Pollution), and are distributed with height above the surface
following patterns depending on the appointed SNAP categories. With re-
spect to the temporally distribution, the emission inventories provides an-
nual mean values and these have been forced with monthly, weekly and daily
cycles.

All the emission described are above have been only been used in the first
study where for the anthropogenic emissions have been kept constant at
a 2000 level to isolate the impacts from climate change on ozone and the
related photochemistry. On the contrary the emissions of biogenic VOCs
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are calculated interactively in the model and have not been free to vary in
accordance with the forcings from climate change.

3.3.1 Biogenic isoprene emissions

The natural emissions of VOCs are calculated dynamically in the model
according to the IGAC-GEIA biogenic emission model (International Global
Atmospheric Chemistry - Global Emission Inventory Activity) [Guenther et
al., 1995]. The IGAC-GEIA biogenic emission model describes the emissions
of isoprene and these are e.g. sensitive to temperature changes. Other
naturally emitted VOCs like for example terpenes are not yet included in
the model, however experiments with the Model of Emissions of Gases and
Aerosols from Nature (MEGAN) emission model [Guenther et al., 2006] are
currently being analysed and will most likely be implemented in the DEHM
model soon. Some of the preliminary results will be discussed in chapter 10





4 The DEHM Model
Framework

DEHM (Danish Eulerian Hemispheric Model) is an Eulerian Atmospheric
Chemistry Transport Model (ACTM) with a two-way nesting capability
to obtain higher resolution over limited areas [Christensen, 1997; Frohn et
al., 2002a,b; Frohn, 2004; Brandt et al., 2011]. The chemistry scheme in
DEHM is originally based on a chemical scheme by Strand & Hov [1994]
which has been extended with a detailed description of the ammonia (NH3)
chemistry through the inclusion of NH3 and related species: ammonium ni-
trate (NH4NO3), ammonium bisulphate (NH4HSO4), ammonium sulphate
((NH4)2SO4) and particulate nitrate (NO–

3) formed from nitric acid (HNO3).
Furthermore, reactions concerning the wet-phase production of particulate
sulphate have been included. Several of the original photolysis rates as
well as rates for inorganic and organic chemistry have been updated with
rates from the chemical scheme applied in the EMEP model [Simpson et al.,
2003]. The current model version includes 58 photo-chemical compounds
(including NOx, SOx, VOC, NHx, CO, etc.) and 9 species representing pri-
marily emitted particulate matter (PM2.5, PM10, TSP, sea-salt < 2.5µm,
sea-salt > 2.5µm, fresh black carbon, aged black carbon and organic car-
bon). DEHM includes 122 chemical reactions.

The continuity equation is setup for each chemical component followed
by application of a simple non-symmetric splitting procedure according to
[McRae et al., 1982]. For further details see [Frohn et al., 2002b; Brandt
et al., 2011]. Physically the model is based on full 3-D advection-diffusion
equation which is driven on meteorological data from a general circulation
model (weather or climate prediction model). The advection is solved nu-
merically using an Accurate Space Derivatives scheme with non-periodic
boundary conditions for the horizontal advection [Dabdub & Seinfeld, 1994]
and a finite elements scheme for the vertical advection [Pepper et al., 1979].
Temporal, advection is solved using a Taylor series expansions method to
third order. The diffusion is solved using the finite elements scheme to dis-
critize in space and the Θ-method to discritize in time [Lambert, 1991]. Fi-
nally wet and dry depositions are parameterized similar to the EMEP model
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Figure 4.1: The model do-
main covering a little more than
the Northern Hemisphere. In
this thesis only the largest do-
main have been used, though
DEHM has several other pos-
sibilities (see blue box for the
small mother domain and fur-
thermore nests with higher res-
olution (not shown) can be ap-
plied over Europe, northern Eu-
rope and Denmark)

[Simpson et al., 2003; Emberson et al., 2000], except for the dry deposition
of species on water surfaces where the deposition depends on the solubil-
ity of the chemical specie and the wind speed [Asman et al., 1994; Hertel
et al., 1995; Frohn, 2004]).For further details on the numerics, physics and
chemistry of the model see Christensen [1997]; Frohn et al. [2002a,b]; Frohn
[2004]; Brandt et al. [2011] and references therein.

In this thesis, only the mother domain has been used. It covers slightly more
than the Northern Hemisphere and has a horizontal grid resolution of 150
km × 150 km using a polar stereographic projection true at 60◦N (see figure
4.1). In the vertical there are 20 unevenly distributed layers and these are
defined in a terrain following σ-level coordinate system. The top layer of
the model is situated at 100 hPa.

When simulating impacts of climate change on air pollution levels, the chem-
ical boundary conditions can be important for interpreting the results. The
boundary conditions depend on the wind direction. Free boundary condi-
tions are used for areas where mass is transported out of the domain and
elsewhere the boundary conditions are set to an annual average background
value. E.g. for ozone, the initial and boundary conditions are based on
ozonesonde measurements, interpolated to global monthly 3D values with
a resolution of 4◦ × 5◦ (Logan, 1999). The same boundary conditions have
been used for all simulations and since we focus on differences, the effect
from boundaries can be eliminated from the interpretation of the results.

The DEHM model has been validated against observation from Europe
over a ten-year period [Geels et al., 2005] and have recently been evalu-
ated against 20 years of observations over Europe (Hansen et al. [2011] in
preparation). Further the model has participated in several model inter-
comparison projects and is evaluated to perform well compared to other
models (see e.g. Van Loon et al. [2007]; Vautard et al. [2006, 2009]; Cuvelier
et al. [2007]).
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Anthropogenic Emissions:Anthropogenic Emissions:

EMEP-GEIA-EDGAR

Or

RCP4.5

Transport

Chemistry

Wet deposition
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OASISOASIS
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Figure 4.2: The DEHM model is driven on six-hourly meteorological input pro-
jected by the ECHAM5/OM-MPI atmosphere-ocean model forced with SRES A1B
emission scenario. Further DEHM emission input from either from a combination
of the EMEP, GEIA and EDGAR databases or from the RCP4.5 emission scenario.
The biogenic emissions of isoprene depend on the meteorological conditions and
is calculated inter-actively in the DEHM model according to the GEIA emission
model

4.1 Overall model setup

In all the experiments included in this thesis the ECHAM5/OM-MPI Atmosphere-
ocean General Circulation Model forced with the SRES A1B emission sce-
nario has been used to drive the Chemical Transport Model DEHM model.
However, two different sets of emissions are used as input to DEHM. In
figure 4.2 the general model setup is illustrated.

In the analysis of projected ozone chemistry over three centuries (chapter
6, the model setup includes emissions from the GEIA, EMEP, EDGAR
databases and in the analysis of the signal from climate change vs the signal
from emission change (chapter 7 the RCP4.5 emission scenario has been
used. Both sets of emissions are described more detailed in chapter 3.

The first experiment concentrate on the impacts of climate change and
therefore the anthropogenic emissions provided by the GEIA, EMEP, and
EDGAR databases are kept constant at a year-2000 level. On the contrary



24 The DEHM Model Framework

the biogenic emissions are calculated interactively within the model by the
the GEIA emission model [Guenther et al., 1995] (see section 3.3.1 for de-
tails).

In the second experiment both the impacts of climate change and emission
change have been simulated. As part of this experiment agin the siganl from
climate change on the future air pollution has been calculated but in this
experiment thee RCP4.5 projections (section 3.2.2) have been used and fixed
at a 2000 level. At the time the first study was performed the RCP emission
scenarios were not available and therefor there is this difference between the
two experiments. Nevertheless analysis of the two projections have shown,
that the differences effectuated in the DEHM output are extremely small due
to constant GEIA-EMEP-EDGAR emissions vs the RCP4.5 emission and
from now the simulations driven with different sets of emission is treated
as if they were identical and to limit the number of figures only one of the
simulations will not be shown in this thesis.

The DEHM-ECHAM climate setup have been evaluated thoroughly in ear-
lier studies [Hedegaard, 2007; Hedegaard et al., 2008] against observations
from the EMEP observation network over Europe and against similar model
setups with known performance. According to these evaluations the DEHM-
ECHAM climate setup has shown to perform well with respect to annual
mean values and seasonal variation based on monthly mean values of various
different chemical species (see [Hedegaard, 2007; Hedegaard et al., 2008]).



5 The ECHAM5/MPI-OM
Climate Model

The climate simulation used in this study were a part of the 4th IPCC
Assessment Report (AR4) multi-model ensemble study (run4). It is based
on the coupled atmosphere-ocean model ECHAM5/MPI-OM, which is a
global state of the art climate model developed at the Max Planck Institute
in Hamburg [Roeckner et al., 2003, 2006]. The climate simulation is forced
with emissions, based on realistic estimations until year 2000 and emissions
according to the SRES A1B scenario in the period 2000-2100. In the final
period 2101-2200 all the emissions have been fixed at a 2100-level.

The ECHAM5/MPI-OM consists of an Atmospheric General Circulation
Model ECHAM5 [Roeckner et al., 2003, 2006] and the ocean-sea-ice model
MPI-OM [Marsland et al., 2003]. The atmospheric model ECHAM5 is hor-
izontally defined in a spectral grid with truncation T63 and uses hybrid
sigma-pressure coordinates in the vertical. It is a global model system with
a top layer at 10 hPa. State-of-the-art parameterizations are used for short-
wave and long wave radiation, stratiform clouds, boundary layer and land-
surface processes and for describing gravity wave drag in the model. Details
about the description of the aerosol effect in this specific simulation can be
found in May [2008].

The ocean-sea-ice model has a horizontal resolution of 1.5◦ × 1.5◦ and is
vertically discretized into 40 z-levels. The model operates on the primitive
equations for a hydrostatic Boussinesq fluid with a free surface. Along-
isopycnical diffusion, horizontal tracer mixing by advection with unresolved
eddies, vertical eddy mixing, near-surface wind stirring, convective over-
turning, and slope convection are all parameterized in the ocean model.
Concentration and thickness of sea ice are treated interactively in the model
by a dynamic and thermodynamic sea-ice model. For further details of the
ocean-sea-ice model, see Marsland et al. [2003].

The atmosphere and ocean/sea-ice components are interactively coupled by
the Ocean-Atmosphere-Sea Ice-Soil (OASIS) coupler [Valcke et al., 2003] and
exchange information about sea-surface temperature, sea-ice concentration
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and thickness, wind stress, heat and freshwater once a day. Further details
of the coupling can be found in Jungclaus et al. [2006]. The model does
not employ flux adjustments. The coupling of the atmosphere and ocean
model have been tested by Jungclaus et al. [2006] and it is found to perform
well with respect to sea surface temperatures, sea-ice conditions and the
meridional heat and transport of freshwater and is in good agreement with
observational data [Jungclaus et al., 2006].

ECHAM5/MPI-OM is a state-of-art climate model widely used within both
the international climate community and with respect to its modelled cli-
mate within the impact research community. It was part of the multi-model
ensemble CMIP3 of the last IPCC report (AR4) and will contribute to the
next IPCC report (AR5, to be published 2013) as well. The ECHAM model
have been evaluated in several model inter-comparison project and the over-
all performance is good. In Walsch et al. [2008] the performance of 15 models
from the CMIP3 project have been evaluated against observations over the
Arctic region. The ECHAM5 model is among the top two highest ranking
models in projecting surface temperature over Alaska, Greenland and in the
northern hemisphere in general.

The SRES A1B scenario that the ECHAM5/MPI-OMmodel has been forced
with in the simulations for this thesis work is described in section ??. For
ozone, only the stratospheric ozone is prescribed according to the A1B sce-
nario. The tropospheric ozone concentration varies annually according to a
cyclic distribution based on observations [May, 2008]. It should be noted
that the SRES A1B forcing only applies to the projected meteorology. The
anthropogenic emissions used for the DEHM model is different as described
above.

5.1 Meteorology by ECHAM5/MPI-OM

In the following, the output from the simulation used to drive the DEHM
model in all the research performed in this thesis, is described. The tempera-
ture, humidity and precipitation are direct output from ECHAM5 simulation
whereas the mixing height is derived from simple energy balance consider-
ations and the radiation is calculated from the cloud cover (for details see
Hedegaard [2007]). The snow cower and sea ice are defined as a fraction
between one and zero in each grid cell. One indicates total snow/sea ice
cover and zero indicates that no snow/sea ice is present in the current grid
cell.
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5.1.1 Temperature

The climate simulation used in this study where a part of the 4th IPCC
Assessment Report (AR4) multi-model ensemble study. In the current sim-
ulation the global temperature is predicted to increase by 3.03 ◦ C by the
end of the 21st century and 4.27◦C by the end of the 22nd century, both
relative to the period 1971-2000 [May, 2008]. This increase is a little higher
than the average value (2.65◦C and 3.36◦C, respectively) predicted by the
multi-model ensemble following the SRES A1B scenario in the AR4 [Meehl
et al., 2007a]. However, it is well within the standard deviation of the IPCC
AR4 multi-model ensemble by the end of the 21st century.

In figure 5.1 the mean temperature of the four decades considered in this
study is plotted together with the absolute change between these decadal
mean values and the significance of these changes using a student’s t-test
[Spiegel, 1992]. Temporally the temperature is increasing significantly in the
two future decades (2090s and 2190s) compared to 1990s. The ECHAM5/MPI-
OM model simulation generally also predicts a temperature increase in
the 20th century (represented by the difference between the 1990s and the
1890s), however, this increase is only significant in the tropics and a tem-
perature decrease is predicted over the North Atlantic storm tracks.

The absolute largest temperature increase is found in the 21st century (see
centre plot of Fig. 5.1 (2090s minus 1990s)). This is in line with results
from May [2008] who found that the changes in the global annual mean
near-surface temperature is largest around 2060 with a warming rate of
more than 4.5◦ C

century . This high warming rate is due to a strong increase in
all greenhouse gases except methane and a marked reduction in the anthro-
pogenic sulphur emissions according to the SRES A1B emission scenario.
Focussing on the 21st century (2090s-1990s) geographically the temperature
increase is largest in the Arctic region where it locally exceeds 9 degrees.
Over land areas in general the temperature increase ranges from 3◦C to 6◦C
and over the ocean the increase is more modest in the range 1◦C to 4◦C.
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5.1.2 Specific humidity

In figure 5.2 results for the specific humidity is shown. The specific hu-
midity is closely related to the temperature. At saturation the specific
humidity is a quasi-exponential function of temperature according to the
Clausius-Clapeyron equation [Goosse et al., 2009]. This exponential depen-
dency implies that the change in humidity is significantly largest at low
latitudes (where the highest temperature is projected). The specific hu-
midity distribution follows the latitudes very closely both for the means of
the four decades (upper panels of figure 5.2) and for the changes between
these decades (middle panel of figure 5.2). As the temperature plot (figure
5.1) the specific humidity also shows the absolute largest changes within the
21st century (middle panel of figure 5.2). In the 20th century the predicted
change in specific humidity is only significant in the tropical region. Verti-
cally the largest change in specific humidity is confined to the lowest part of
the troposphere (approximately the lowest 2 km) where most water vapour
in the atmosphere is found, in contrast to the vertical profile of temperature
change, which is rather uniform.
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5.1.3 Shortwave radiation

The shortwave radiation depend on both space and time and is derived
from the cloud cover calculated by the ECHAM5 according to the method
used in Hedegaard [2007]. In figure 5.3 the shortwave radiation of the four
decades is shown together with the difference and the significance of these
differences. The largest changes are predicted in 21st century, where the
shortwave radiation is predicted to increase in the southern mid-latitudes
and the subtropics. This is in line with the general idea that the earth in the
future will experience longer and more persistent periods with drought and
high temperatures in the subtropics [Christensen et al., 2007]. In contrast
to the temperature and specific humidity, the change in shortwave radiation
is only significant in the 21st century (see lower panel, figure 5.3). The
predicted change is highly dependent on latitude and increasing everywhere
in the domain, except over the tropical Pacific.

Since the shortwave radiation is derived from latitude and ECHAM5 cloud
cover, the area of decreasing shortwave radiation over the tropical Pacific
most likely is due to an increase in cloud cover in the climate simulation. The
ECHAM5/MPI-OM simulation has been part of the multi-model ensembles
of 4th IPCC report (AR4), which confirms a general increase in cloud cover
over the tropical Pacific [Meehl et al., 2007a]. In central and southern Europe
the shortwave radiation is predicted to increase more than 20%, which is in
good agreement with the theory of longer and more persistent periods of dry
warm summers in the future at these latitudes [Vautard & Hauglustaine,
2007; Stott et al., 2004].
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The following illustrations of the meteorological output are limited to display
the levels of the 1990 decade and the 2090 decade, the difference and the
significance of these differences according to the Students t-test [Spiegel,
1992].

5.1.4 Precipitation

In figure 5.4 the precipitation frequency is shown. The precipitation fre-
quency is more interesting than the amount of precipitation with respect to
deposition of air pollutants, since the most particles are washed out of the
atmosphere in the beginning of a precipitation event. For example a whole
week with showering rain results in more cleaning of the atmosphere than
one full day with frontal rain surrounded by some dry days. The threshold
value for precipitation in a given six-hour interval is set 1 mm and the ten-
year mean precipitation frequency is shown figure 5.4 defined as a fraction
between 0 and 1, where one indicates precipitation in a given grid cell at in
a given six-hour time interval. The choice of 1 mm as a threshold value for
precipitation is based on the parameterizations of the in- and below-cloud
scavenging in the DEHM model, for further details see Hedegaard [2007].

Figure 5.4 shows the a) decadel mean precipitation frequency in 1990s, b)
in the 2090s, c) the difference between the 2090s and the 1990s and finally
in d) the significance of the difference between the two decades according to
the students t-test. The white colours indicates no significant change and
the threshold value for significance is set to 10 %. In general the precipita-
tion frequency is projected to increase at high an low latitudes and increase
at mid-latitudes. Focusing on Europe the precipitation frequency is pro-
jected to decrease significantly in the Southern Europe and oppositely in
Scandinavia, Finland, Iceland, Greenland and the precipitation frequency is
projected to increase. In general the precipitation frequency is projected to
increase North of about 60◦N and decrease significantly in subtropical part
of the Pacific and Atlantic Ocean, the Caribbean, Mexico and the Central
South America and in Western Africa.

5.1.5 Mixing Height

Figure 5.5 shows the mixing height in meters. The Mixing height is calcu-
lated from simple energy balance equation for the internal boundary layer
according to the methods described in Christensen [1997]. Figure 5.5 is il-
lustrated the same way as the precipitation frequency where a) is shows the
1990s decadal mean mixing height, b) the 2090s decadal mean, c) the dif-
ference in meters and c) the significance of this difference. In South eastern
Europe the mixing height is projected to increase in the range 50 m to above
100 meters which is the relative change in the order of 20%. Small increases
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(a) 1990s mean (b) 2090s mean

(c) Difference 2090s-1990s (d) Significance

Figure 5.4: Precipitation frequency: Defined as a fraction between 0 and 1, the
threshold value for precipitation in a given six-hour interval is 1 mm. Figure a)
shows the mean precipitation frequency during 1990s decade and b) during the
2090s decade. In figure c) the difference between the 2090s and the 1990s is shown
and finally figure c) illustrates the difference between the two decades, white colours
indicates no significant change and the threshold value for significance is set to 10
%
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(a) 1990s mean (b) 2090s mean

(c) Difference 2090s-1990s (d) Significance

Figure 5.5: Mixing height in meter: Illustrated as in figure 5.4

(0-25 meters) are found in general over Eurasia and the Arctic Ocean. In
Mexico, the Caribbean and in Central South America the mixing height is
also projected to increase in the range 50 to above 100 meters. In general
the mixing height is projected to decrease over marine areas. The projected
increase in mixing height over the American continents and in Southern Eu-
rope is coincident with areas with decreased precipitation frequency, which
maybe is an artefact of the derivation of the mixing height.

5.1.6 Snow and Sea Ice

In figure 5.6 and 5.7 the snow cover and sea ice is displayed similarly to the
mixing height above (figure 5.5). Both snow cover and sea ice is defined as
a fraction between 0 and 1 and they are both decreasing from the 1990s to
the 2090s due to climate change. For example the snow cover in the Alps
is projected to disappear completely by the end of the century by the used
ECHAM5 simulation and the snow cover the Himalaya is projected to be
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(a) 1990s mean (b) 2090s mean

(c) Difference 2090s-1990s (d) Significance

Figure 5.6: Snow cover: Illustrated as in figure 5.4

significantly reduced. Large reductions in the snow cover are also found in
the United States where the border of snow is estimated to lie in Canada.

The large reductions are found in the sea ice extent. The sea ice extent
shown in figure 5.7 only indicates if there ice present in the given grid cell
or not and do not carry any information on e.g. sea ice thinning. The sea
ice in general decreasing an is by the end of century completely disappeared
from Gulf of Bothnia, the Greenland and Bearings Sea and only present
in the absolutely northern part of the David Strait. Further the seasonal
means are shown, however in the summertime (JJA) the sea ice are projected
to disappear completely by the end of the century. Note that the largest
decadal mean by the end of the century is between 0.8 and 0.9 and only in
the central part of the Arctic basin.
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(a) 1990s mean (b) 2090s mean

(c) Difference 2090s-1990s (d) Significance

Figure 5.7: Sea Ice: Illustrated as in figure 5.4





6 Impact of climate change
on ozone chemistry over
three centuries

The aim of this chapter is to analyse the climate change impacts on the
ozone concentrations over three centuries. In previous studies [Langner et
al., 2005; Murazaki & Hess, 2006; Hedegaard et al., 2008; Tagaris et al., 2007;
Liao et al., 2007; Wu et al., 2008a,b; Pye et al., 2009; Lam et al., 2011], the
focus has solely been on the 21st century, where a significant change is found.
In the current study the aim is to determine if the observed change is present
only in this century. Secondly the chemical and physical mechanisms behind
the changes in the ozone concentrations are investigated in order determine
and understand the governing mechanisms behind the projected changes.
Relative to the study carried out in 2008 [Hedegaard et al., 2008] this study
is based an updated version of the whole model system including the use
of the newly developed emission scenarios; Representative Concentration
Pathways (RCP4.5) (see section 3). In section 6.1 below the experimental
design is described for this particular experiment. This is followed by a
thorough description of the results in relation to the chemistry included in
the model. The results are discussed continuously in this chapter and an
overall discussion can be found in chapter 10.

6.1 Experimental setup

In this study the Danish Eulerian Hemispheric Model (DEHM), is driven on
six-hourly meteorology input simulated by the coupled Atmosphere-Ocean
General Circulation Model ECHAM5/MPI-OM (see section 5) and constant
anthropogenic emission from the year 2000. The faith of 58 chemical species
and 9 classes of particulate matter has been simulated in four decades (1890s,
1990s, 2090s and 2190s) to examine the evolution of air pollutants over three
centuries. Here the focus is on ozone and its precursors. The performance
of the total model system with ECHAM5/MPI-OM model coupled to the
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DEHM model system has been thoroughly tested in earlier studies [Hede-
gaard, 2007; Hedegaard et al., 2008].

The emissions of the primary pollutants consist of data from the GEIA,
EDGAR and EMEP emissions databases (see description in 3.3) fixed on a
2000-level in order to isolate the signal from climate change on air pollution.
The isoprene is calculated dynamically in the model according to the GEIA
natural VOC emission model [Guenther et al., 1995] described in section
3.3.1. Other naturally emitted VOCs like for example terpenes are not yet
included in the model.

6.2 Results and discussions

In figure 6.1 the distribution, the differences and the significance of the ten-
year average O3 concentration in ppbV is plotted. From the upper panel it
can be seen that the O3 concentration in the lowest model layer in all four
decades is highest in the subtropics and the tropics over land, especially
close to the anthropogenic precursor sources and downstream from these.

The life-time of ozone depends strongly on the latitude, time of year, solar
radiation and vertical placement in the atmosphere. Because free oxygen
and O3 molecules (together called “odd oxygen”) are rapidly interconverted
an individual lifetime of O3 is often irrelevant with respect to atmospheric
transport. Considering atmospheric long-range transport this interconver-
sion makes the lifetime of odd oxygen more interesting. The lifetime of odd
oxygen is ranging from a few days in the lower troposphere and up a month
or more in the middle and upper troposphere [Lollar, 2007]. The relative
longer lifetime of odd oxygen is the reason O3 is considered as a long-range
transported specie.

O3 is not directly emitted, but produced from its precursors, which is of
both biogenic and anthropogenic origin. A local measured ozone concentra-
tion consists of a local, an inter-continental and a background contribution,
which depend on the distance to the precursor sources, the local photochem-
ical conditions and the transport pathways. The concentration distribution
plotted in figure 6.1 reflects these features well.

The increase of the ozone concentration is due to a combined effect of in-
creased temperature, solar radiation, humidity, isoprene chemistry and an-
thropogenic VOC pollution as well as influence from NOx. The trend in
ozone concentration has the sign in all three centuries. However, most pro-
nounced in the 21st century with a general decrease over the ocean and very
remote areas (as e.g. the desert of Sahara and central Asia) and with an
increase over the densely populated areas and areas where biomass burning
relatively often occurs. The change in the concentrations over the Arctic
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Ocean differs from the above pattern. Here a significant increase in the 21st
and 22nd century (cf. Fig. 6.1 middle and lower panel) is found.

The major contributor to tropospheric ozone is the termolecular recombi-
nation

O(3P) + O2 +M −→ O3 +M (R6.1)

where M is an inert atom or molecule in the atmosphere primarily O2 and
NO2. O(3P) is formed in the photolysis of NO2:

NO2 + hν −→ O(3P) + NO λ ≤ 424 nm (R6.2)

Some of the formed O3 is destroyed by reactions with NO:

O3 +NO −→ NO2 +O2 (R 6.3)

It can be seen that Reactions R 6.1 - R 6.3 are a closed cycle where all the
products also are reactants.

In the troposphere reactions (R 6.1) through (R 6.3) illustrates the most
important cycle for O3, however since the cycle is closed, not all tropospheric
O3 stems from this cycle. The oxidation of VOC and CO plays a central
role for this extra contribution to the O3 budget. O3 is important since it is
a major source of hydroxyl radicals (OH), which determines the oxidation
capacity of the atmosphere:

O3 + hν −→ O(1D) + O2 290 nm ≤ λ ≤ 319 nm (R6.4)

O(1D) + H2O −→ 2OH (R6.5)

The main source of OH formation is Reaction R6.5. In relation to climate
change it is important to note that O(1D) can either react as reaction (R 6.5)
or collide with N2 or O2 and quenched to ground state oxygen O(3P). As the
temperature and water vapour increases in the future due to climate change
(Figs. 5.1 and 5.2) reaction R 6.5 is in more favourable than the formation
of O(3P) which in the remote and clean areas leads to a decrease in the
ozone concentration. This can be observed in Fig. 6.1, where a decrease of
ozone in the 21st century over the ocean and in the Sahara is predicted. The
concentration of H2O is increasing in this century (Fig. 5.2) and it is regions
with low NOx where the destruction of O3 according to reaction R 6.4 will
be dominant.

Figure 6.3 shows the changes of OH concentrations. Since the hydroxyl radi-
cals determine the oxidation capacity of the atmosphere, they are important
when considering pollution levels; e.g. fate of primary emitted pollutants,
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formation of ozone and secondary particles. In Fig. 6.3 (lower panel) there
is an increasing tendency in the 21st century over the ocean, in large part
of Europe, including Greenland, Arabia, central Asia and to some extend
over the ocean in the vicinity of the major international ship routes. The
significant increase over the southern part of the domain over the Pacific can
be explained by changes projected in the global radiation figure 5.3. On the
contrary the hydroxyl radical levels are decreasing elsewhere in the domain
of interest. These projections are in agreement with what is expected from
the theory described above.

In the 20th and 22nd century the picture is more mixed with both significant
increasing and decreasing areas, which most likely can be explained by the
less significant changes in the solar radiation in these centuries (see figure
5.2).

6.2.1 Impact of Volatile Organic Compounds (VOCs)

Non-methane Volatile Organic Compounds (VOCs) can be split into an-
thropogenic VOCs (AVOCs) (∼ 10% of total) and Biogenic VOCs (BVOCs)
(∼ 90% of total) (e.g. Goldstein & Galbally [2007]). Here the discussion
is limited to concern alkanes and alkenes ignoring the emission and chem-
istry of oxidized VOC’s, alkynes and aromatics, though they are important
VOC’s in the troposphere.

AVOC is dominated by saturated VOCs (alkanes) and BVOC is dominated
by unsaturated VOCs (alkenes) but fractions play important roles in tropo-
spheric chemistry. Alkanes can be transported over long distances due to
their chemical stability. Hydroxyl radicals react via hydrogen abstraction
of both a terminal and an internal carbon atom followed by addition of O2

and thereby forming alkyl peroxy radicals (RO2):

RH +OH+O2 −→ RO2 +H2O (R6.6)

These alkyl peroxy radicals (RO2) are highly reactive and can react with
NO forming NO2:

RO2 +NO −→ RO+NO2 (R 6.7)

which through reactions R 6.1 and R6.2 produces additional O3 compared
to the photostationary state presented by Reactions (R 6.1) to (R 6.3).

Approximately 40% of BVOCs is emitted as isoprene [Fall, 1999; Goldstein
& Galbally, 2007]. Isoprene emissions are in the DEHM model calculated by
the GEIA emission modul, which is a parameterization describing the iso-
prene emission as a function of temperature and sunlight [Guenther et al.,
1995]. The tropospheric lifetime of isoprene C5H8 due to its reaction with
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OH, nitrate (NO3) and O3 is 1.4 h, 1.6 h and 1.3 days, respectively (summa-
rized in Hedegaard [2009]). Due to this relatively low atmospheric lifetime
the highest isoprene concentration (top panel of figure 6.4) is found close
to the emission sources in especially the tropical areas. Tropical broadleaf
trees contributes with almost half of the global isoprene emissions [Guenther
et al., 2006].

The main degradation pathway of alkenes are OH addition to the double
bond (e.g. isoprene has two double bonds) rather than hydrogen abstraction
as is the case for alkanes. OH adds to one of the double bonds followed by
addition of O2 creating a peroxy radical. For further details of these reaction
pathways see e.g. Seinfeld & Pandis [2006] or for recent results Paulot et al.
[2009].

6.2.2 Ozone and NOx

As described in reaction R6.1-R 6.3, NO2 reacts with ozone to form nitrate
radicals which photolysis fast during the day and thus is of little importance.

However, during night time substantial concentrations can build up and
affect the NOx chemistry. Moreover it is suggested from field studies that
NO3 reactions can be a major contributor to isoprene loss at night [Rollins
et al., 2009; Skov et al., 1992]. NO3 react by addition to isoprene at C1 or
C4 carbon atom followed by addition of O2 to make a 1.4 addition to form a
nitrate peroxy radical isoprene adduct. In the model these peroxy radicals
reacts with NO and thus will lead to ozone production at dawn through the
photolysis of NO2 (reaction R6.2). This contribution is however of minor
importance. There is discussion in the literature of what will be the fate of
these RO2 radicals. They might self react, react with NO3 radical or with
OH as discussed by Rollins et al. [2009].

In this study it is difficult to isolate the exact impact of NO3, O3 and OH
on isoprene because many other reactions also occur simultaneously in the
simulations and most of the areas with a high emission load of isoprene also
to some extent are influenced by anthropogenic sources (reaction R6.8).

6.2.3 Production and loss reactions of hydro- and organic
peroxy radicals

The main source of organic peroxy radicals is from AVOCs and BVOCs. The
inorganic peroxy radical can be formed either from the simplest aldehyde:

HCHO+ 2O2 + hν −→ 2HO2 +CO 290 nm ≤ λ ≤ 340 nm (R 6.8)
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HCHO+ hν −→ H2 +CO 290 nm ≤ λ ≤ 360 nm (R6.9)

HCHO+OH+O2 −→ HO2 +H2O+CO (R6.10)

or from various reaction of OH with inorganic oxides (O3, H2O2, SO2 and
CO) and the photolysis of carbonyl containing compounds.

HO2 is removed either from the reaction with NO:

HO2 +NO −→ OH+NO2 (R 6.11)

or by its self reaction:

HO2 +HO2(
+H2O) −→ H2O2 +O2 +H2O (R6.12)

Reactions (R 6.11) and (R 6.12) are competing reactions where the first dom-
inate in NOx rich areas exposed to high emission from combustion processes
and the latter is dominating in the free troposphere and in marine environ-
ments. Reaction (R 6.11) will be followed by Reaction (R 6.1) and (R 6.2) to
form additional ozone whereas (R 6.12) will lead to loss of odd oxygen and
by that loss of O3 (see figure 6.1).

Figure 6.5 shows that the largest increase in hydroperoxy radicals is found
in the 21st century in the ”semi-remote” areas, which has a high fraction of
vegetation and industry, and in the subtropical and tropical areas. However
a significant increase is also found over most of the domain in 22nd century.
Only in the 20th century the hydroxy radical concentration is predicted to
decrease over the North Atlantic, western Europe and parts of Siberia. The
increase due to vegetation is explained above (section 6.2.1). The increased
concentration of hydroperoxy radicals in the regions with high emissions
from vegetation and regions with high emissions from anthropogenic sources,
is caused by the increased level of water vapour and isoprene emissions
in the future decades. When the water vapour content increases, the OH
concentration increases, due to photolysis of ozone (reaction R 6.4). The
hydroxyl radicals can then be converted to hydroperoxy radicals as described
above (reaction R 6.10).

In figure 6.6 the concentration and the difference of organic peroxy radicals
over the three centuries are shown. From the 1890s to the 1990s the largest
increase is found in the Tropics. The general tendency is also increasing
elsewhere, though the projections are less significant here. The 21st century
exhibits significant increases in most of the domain, whereas the projections
for the 22nd century are less significant but still increasing. The increase
in organic peroxy radicals can be explained by the same parameters as for
hydroperoxy radicals.
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6.2.4 The effects of NOx

NOx consist of and NO and NO2 and the projected concentrations through-
out the three centuries are shown in figure 6.8 and 6.7, respectively. NO
has a short lifetime in the atmosphere and quickly inter-convert with NO2

according to reaction R6.2-R 6.3. NO2 (figure 6.7) reacts with ozone to
form nitrate radicals which photolysis rapidly during the day and thus are
of little importance. However, during night time substantial concentrations
can build up and affect the NOx chemistry. NO3 reacts rapidly with a series
of alkenes among which are isoprene and dimethyl sulphide. NO3 reacts
also with NO2 to form N2O5 which hydrolyses heterogeneously with water
to form nitric acid. This last reaction accounts for about the same removal
as the reaction between OH and NO2 at mid latitudes.

In figure 6.7 the decadel average concentration in NO2 is shown for the four
decades. The picture is mixed with respect to increase and decrease but
the most significant changes are again found in the 21st century. Most of
the increase is in both the 21st and 22nd century found over the parts of
the North Atlantic Ocean, the Arctic Ocean and the northern part of the
pacific ocean. In contrast NO2 mostly decrease over southern Europe, South
America and Africa in all three centuries.

Figure 6.8 displays the concentration of NO over the North western part of
Europe (Benelux and surrounding) there are an excess of NO. This area is
having the highest NOx density in the world which explains the difference
from this area compared to other dense populated areas with high NOx

emissions. This also means that the ozone concentration is low, since O3 is
used to convert the emitted ozone to NO2 (see eq. R 6.3).

6.2.5 Development of ozone in the future related to its pre-
cursors

In the future, the radiation, temperature and water content of the atmo-
sphere are projected to increase according to ECHAM5 simulations applied
in this study (chapter 5). These parameters will increase the OH formation
due to reaction R6.4 which initiates the cycle described in reactions (R 6.1)-
(R 6.6). Increasing amount of OH, HO2 and RO2 are also to some extent
observed in the model runs (Figs. 6.5 and 6.6), and can explain the higher
ozone concentrations observed in the simulations over the densely populated
areas (US, central and southern Europe and parts of Asia), see figure 6.1.

Over the north western part of Europe high concentrations of NO was found
and the concentration decreases significantly between the 1990th decade
and the 2090th due to the impacts of climate change. The decrease in NO
emission is in good agreement with the projected increase in ozone in the
same area (figure 6.1).
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In a clean atmosphere, where the NOx and VOC load is low, isoprene reduces
the ozone concentration, which is reflected in the projected changes over the
the oceans (figure 6.1). However, in regions with moderate to high NOx

levels, the interaction between the emitted NO and the formed isoprene
peroxides from OH, increases the concentration of HO2 (Fig. 6.5) and NO2

(Fig. 6.7), which then enhances the ozone formation. This can explain the
higher ozone concentrations in Africa south of Sahara, Southeast Asia and
South America. In addition these areas are covered with a large proportion
of tropical plants and tropical rainforest, which emits a large fraction of the
ozone precursor, isoprene. Moreover, the BVOC emission itself is expected
to increase under changed climate conditions, which can further amplify the
signal in the future ozone concentration.

In the Arctic the ozone concentration is predicted to increase throughout all
three centuries. However the change is most significant in the 21st century.
From analysis of each season it is found most significant during the winter
season. In the Arctic region there is no sun in the winter months, and hence
not any ozone degradation due to photolysis (reaction R6.4). But since
the length of Arctic winter nighttime does not change over the centuries
and there is no significant change projected in the global radiation over the
Arctic region, further analysis of the ozone related species cannot explain
the change over the Arctic region.

Over land the ozone dry deposition increases (figure 6.2) which explains the
decrease in the concentration of O3 (figure 6.1). Deposition to vegetative
surfaces is much larger than to snow covered surfaces and it is found that
the snow cover decreases significantly between the two periods (figure 5.1.6).

Over the Arctic Ocean the temporal and spatial extent of sea ice decreases
between the two decades (figure 5.1.6). Ozone does dry deposit to water
surfaces in the model [Asman et al., 1994; Hertel et al., 1995] and the de-
position is larger for ice surfaces than for water, which results in a decrease
in the dry deposition. This is good agreement with the results of the dry
deposition (figure 6.2), which decreases over the areas of the Arctic ocean,
were sea ice is decreasing. However, horizontal transport from the source
areas may also contribute to the observed increase over the Arctic Ocean. If
this is the case more ozone are transported into the Arctics from the source
areas where increased ozone levels are calculated. This additional ozone is
compensated by increased deposition over land but amplifies the increase in
concentration over the ocean due to a decrease in dry deposition.

Finally vertical downward transport could also increase the concentration of
the surface ozone concentration. In figure 6.9 the change in ozone between
the 1990s and 2090s is compared at three vertical levels; the surface layer, a
layer situated at approximately 2 km altitude and one at approximately 5 km
altitude. When entering the free troposphere the trend in ozone evolution
has a more zonal pattern with a highly significant increase within and north
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of the subtropics and a highly significant decrease in the tropics. In the free
troposphere the concentration levels are less influenced by local gradients
in emissions and therefore local features are less pronounced. Since the
ozone concentration in general are increasing at higher levels, this could
contribute with additional ozone at the surface in the future. With the
current model the stratosphere-troposphere exchange of ozone cannot be
expected to be simulated in detail. First of all the model only extents to
100 hPa and secondly the model resolution in the high level is relatively
poor. Nevertheless, the model includes a rough description of the ozone
layer (with high ozone concentrations in the stratosphere) and more ozone
can be produced in the model at at the higher levels (below 100 hPa) due to
climate change and transported downwards increasing ozone concentration
at lower levl.

The results in this study indicate that a given change in ozone concentra-
tion due to climate change depends on two competitive processes; Ozone
destruction due to increased water vapour in the atmosphere (see reactions
R 6.4 and R6.5) and ozone formation due to increased levels of ozone pre-
cursors. The increase in precursors is in this study solely due to an increase
in biogenic isoprene emissions, since the anthropogenic emissions and other
natural emissions has been kept constant. Below the mixing height, the
increase of ozone due to the increase of isoprene is only happening in the
presence of sufficient available NOx. The ozone distribution in the free
troposphere (last plate of figure 6.9) indicates that the increase in ozone
concentration due to increased isoprene concentration exceeds the decrease
in ozone concentration due to increased water vapour at higher latitudes,
while the opposite is true in the equatorial regions.
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units: ppbV
 >  8.0
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 <  -8.0  
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 2.88 - 3.92
 2.10 - 2.88
 1.73 - 2.10
 0.00 - 1.73
 -1.73 - 0.00
 -2.10 - -1.73
 -2.88 - -2.10
 -3.92 - -2.88
 <  -3.92 

t-values t-values t-values 
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Figure 6.9: Changes in ozone concentration in ppbv between the 1990s to the
2090s and the significance of these changes the surface layer, layer 12 (∼ 2100 m)
and layer 15 (∼ 4750 m)



7 Quantification climate
signal vs. anthropogenic
emission

Emissions of air pollutants impacts the future air pollution levels both on
a global, regional and local scale. However also changes in the future cli-
mate conditions have significant effects on the local, regional and global air
pollution levels. Most recent studies have concentrated either on the signal
from emissions reductions or the signal from climate change [Langner et al.,
2005; Murazaki & Hess, 2006; Hedegaard et al., 2008, 2011] and only a few
have compared the two signals over a limited areas [Tagaris et al., 2007; Wu
et al., 2008b; Pye et al., 2009; Racherla & Adams, 2009]. In this study we
hypothesis that climate change can in some areas have significantly impact
air quality in relative to the impacts from changes in emissions. The signals
from changes in climate conditions and emissions might cancel out, damp
or even amplify each other depending on the sign of the individual contribu-
tions. We aim to estimate the size and sign of the impact from changes in
climate and changes in emissions relative to each other and relative to the
total predicted change.

All meteorological parameters do effect the chemistry and physics of the
atmosphere either directly or indirectly through various chemical and phys-
ical interactions and feed-back mechanisms. Since the last IPCC report
[Pachauri & Reisinger, 2007] it had become clear that climate change is al-
ready occurring and will continue in the future which means that the global,
regional and local meteorological conditions will change in the future. Fur-
thermore emissions will change due to population growth and technology
evolution. Since the mid 1970s when the first global pollutant problems
were discovered1 national and international air pollution legislations were
formulated and enforced. New legislations are formulated every year in or-
der to prevent future atmospheric pollution levels to amplify or to clean

1Arctic haze were (re-)discovered in the early 19070s and and after some years it became
clear that it has its origin from Asian and European pollution. Air Pollution was no longer
a local or regional problem but had turned in to a global problem



58 Quantification climate signal vs. anthropogenic emission

up past and present pollution in the purpose of returning to cleaner atmo-
spheric conditions. Therefore large changes in both climate conditions and
emission levels and distributions are to be expected in the future.

The atmospheric chemical composition is only a sub-agent of the full atmo-
spheric system and furthermore the atmosphere is only a sub-domain of the
full climate system. All possible climate agents that might alter the climate
system needs to be accounted for in order to predict the future atmospheric
composition and climate conditions. Because of the large uncertainties that
still are connected to climate change and atmospheric processes itself this is
a very difficult task. The non-linear nature of atmospheric chemistry might
enforce new threads or benefit from one chemical species due to emission
reduction in another chemical species and in order to make reasonable air
pollution reduction strategies it is important to know if the signal from cli-
mate change should be accounted for in the legislations. Moreover changes
in the chemical composition if the atmosphere leads to altered forcings on
the climate system and vice versa. However the radiative imbalances in the
climate system is beyond the scope of this paper and needs fully integrated
air pollution- climate models to be investigated.

We have in this study carried out a sensitivity study to investigate if the
signal from climate change is important relative to the signal from changes
in emissions and this is a first step in the direction of predicting the overall
Climate Change - Air quality Interactions.

7.1 Experimental setup

To study the relative importance of impacts from climate chance and changes
in anthropogenic emissions several simulations has been carried out with
different combinations of meteorology and emissions. The climate simulation
used in the current experiment is the same as in the former study (chapter
6) and the simulation and the meteorological output are described in 5.
The DEHM model is here after driven on the projected meteorology. The
anthropogenic emissions used as input to DEHM model are based on the
newly developed RCP4,5 emission scenario [Clarke et al., 2007; Smith &
Wigley, 2006; Wise et al., 2009], which is described in chapter 3.2. The
experiment is setup as a time-slices experiment in order to save computing
time and storage space. To avoid any confusion the setup is illustrated in
figure 7.1. The dehm model is driven on six-hourly meteorology projected
by the ECHAM5 climate simulation, which in the period 2000-2100 has
been forced with the SRES A1B emission scenario [Nakicenovic et al., 2000],
described in chapter 3.1.

The faith of 58 chemical species and 9 classes of particulate matter has
been simulated for the 1990s and the 2090s by the DEHM model. The
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Figure 7.1: Model setup: The ECHAM5-OM is driven the SRES A1B scenaŕıo, the
governing meteorological parameters are saved at a three hour interval. After that
the DEHM model driven on the saved ECHASM5 Meteorology and antropogenic
emmission projected by the newly developed RCP4.5 scenario

model is driven on six-hourly meteorology input simulated by the cou-
pled Atmosphere-Ocean General Circulation Model ECHAM5/MPI-OM.
The ECHAM5 climate simulation has been forced the SRES A1B scenario
whereas the DEHM model receives emission input based on the newly de-
veloped RCP4,5 emissions. It was not possible to use a climate simulation
which also were based on the RCP scenarios, since the such simulations
simply did not exist at the time this research began.

The decade from 1990-1999 (met1990a) and from 2090-2099 (met2090s) is
chosen to give a first estimate of the changes during the 21st century. As
a reference period the 1990s decade has been simulated with meteorology
predicted by the ECHAM5/MPI-OM model for the same period (1990-1999)
and constant 2000 emission. The reference simulation is from now denoted
x(met1990s, emis2000) where x is the concentration or deposition of a spe-
cific chemical specie like eg. ozone. In order to separate the signal from
climate change, a simulation with constant 2000 emissions and future me-
teorology for the period 2090-2099 has been carried out and is denoted
x(met2090s, emis2000). Similarly the signal from changes emissions is iden-
tified by a simulation with present day meteorology 1990-1999 and and sce-
nario emissions from year 2100, denoted x(met1990s, emis2100). Finally the
best guess of the future predicted by these models arise from a simulation
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with future meteorology 2090-2099 and scenario predicted emissions from
year 2100 and this is denoted x(met2090s, emis2100).

From these simulations the current and future emissions can be combined
with current and future meteorological in a number of ways and even more
information can be extracted from the data by subtracting and dividing
these simulations in several ways. In the current study 4 combinations have
carefully been selected in order to describe the individual contributions from
climate and emission change, respectively.

The signal from climate change relative to the reference period is illustrated
by:

climate signal =
x(met2090s, emis2000)− x(met1990s, emis2000)

x(met1990s, emis2000)
(7.1)

where x is a given parameter (like e.g. ozone concentration or nitrogen
deposition) and x(met2090s, emis2000) represent the level of the given pa-
rameter x due to future meteorology for the period 2090-2099 and constant
2000-level emission derived from RCP4.5 emission database. This means
that in equation 7.1, the signal from climate change have been isolated by
keeping the anthropogenic emissions constant at a present-day level (year
2000) and using projected meteorology of the two decades 1990s and 2090s.

For climate signal > 0: The given parameter increase due to climate change
For climate signal = 0: The given parameter does not change due to cli-
mate change
For climate signal < 0: The given parameter decrease due to climate change

The signal from emission change relative to the reference period:

emission signal =
x(met1990s, emis2100)− x(met1990s, emis2000)

x(met1990s, emis2000)
(7.2)

The signal from emission change for a given parameter x is obtained by
keeping the meteorology constant and force the simulation with the RCP4.5
emission scenario (subfigure 7.2(b)).

For emissionsignal > 0: The given parameter increase due to emission
change
For emissionsignal = 0: The given parameter does not change due to emis-
sion change
For emissionsignal < 0: The given parameter decrease due to emission
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change.

The total signal from climate and emission change relative to the reference
period:

total signal =
x(met2090s, emis2100)− x(met1990s, emis2000)

x(met1990s, emis2000)
(7.3)

The total signal is shown in 7.2(c). For all the chemical reactive species
the signal from climate change plus the signal from emission change do not
equal the total signal from climate and emission change due to the non-linear
nature of the atmospheric chemistry. Furthermore in order to quantify the
size of the signals relative to each other the following fractions have been
calculated:

climate signal

emission signal
=

x(met2090s, emis2000)− x(met1990s, emis2000)

x(met1990s, emis2100)− x(met1990s, emis2000)
(7.4)

Equation 7.4 express the size of the climate signal relative to the emission
signal. Whether the two signal amplify or oppose each other can be seen
from individual signal plot of the climate signal (eq. 7.1) and the emission
signal (7.2). This means;

For climate signal
emission signal = 1: The climate and emission signal is of equal size and

sign and the sign can be determined from eq. 7.1 and 7.2.
For climate signal

emission signal > 1: The size of climate signal is larger than the size
of the emission signal and both effects are either both positive (increasing)
or both negative (decreasing) and therefore results in an added effect on a
given concentration or deposition (x).
For 0 < climate signal

emission signal < 1: The emission signal dominates and both the
climate signal and the emission signal has the same operational sign. The
sign of the two signals can again be determined from equation 7.1 and 7.2
(subplots 7.2(a) and 7.2(b)).

7.2 Model results

In the following the projection of O3, BC, total PM2.5 including secondary
inorganic particles primarily emitted particles (mineral dust, OC and BC),
total SO4 and total N are shown. The findings are briefly discussed while as
they presented and further discussed together with the rest of the results of
this thesis in chapter 10. The overall conclusions can be found chapter 11.
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7.2.1 Ozone and ozone related species

In figure 7.2 the changes in ozone surface concentration due to impacts of
climate change and changes in the anthropogenic emissions between the
1990s and 2090s are shown (eq. 7.1-7.4). In subfigure 7.2(a) the signal from
climate change is displayed. This is similar to the results shown in chapter
6, where the ozone concentrations due to climate change are projected to
increase over the Arctic, the densely populated areas and the terrestrial
tropics. Elsewhere the ozone concentration will decrease considering only
impacts of climate change.

The increase in Arctic is likely to be due to increased transport of ozone
from the source areas in combination with reduced amount of sea ice in the
future, since O3 in the model, dry deposit more effectively to sea ice than
to open water. In densely populated areas and over the tropics both the
NOx and VOC level in general are high and the changed climate leads to
enhanced productions of BVOCs and hence higher ozone levels over these
areas. In the rest of the domain the effect from increased water vapour in
the atmosphere enhances ozone destruction and this process is dominating
in the areas with lower NOx and VOC concentrations.

Subfigure 7.2(b) illustrates the changes in the ozone concentration due to
changes in the anthropogenic emission between the two decades 1990s and
2090s. The anthropogenic emissions are for the 1990s based on the RCP4.5
emission scenario year 2000 emissions and for the 2090s based on the RCP4.5
year 2100 emissions. In most of the domain the emission signal is opposing
the signal from climate change. The model estimates a decrease in the
current ozone concentration in the order of 20% between the 1990s decade
and 2090s decade solely due to changes in the anthropogenic emissions. The
tendency is different over northwestern Europe. In the Benelux countries
and in the vicinity of this area the ozone concentrations are calculated to
increase due to changes in the anthropogenic emissions. This is also the case
in Africa south of Sahara.

The projected increase in ozone concentrations in the future in these areas
can be explained by the emission inventory. The NOx emissions are general
prescribed to decrease in the future (not shown). In the Benelux area the
NOx emissions are also projected to decrease (not shown), however this area
is different from the rest of the densely populated areas. The largest density
of NOx emissions is found in Benelux and the surrounding areas and the
area is characterized by urban area chemistry. The ozone present in the
area is used to convert the emitted NO to NO2 (see R 6.3) which is called
the ozone titration effect or urban deficit [Fowler et al., 2008]. This means
that lowering the emissions of NO will increase the amount of ozone and
hereby change the chemical regime.

In Africa a large increase in the future O3 concentration is found (figure 7.2)
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(a) O3: Climate signal (see eq. 7.1) (b) O3: Emission signal (see eq. 7.2)

(c) O3: Total signal (see eq. 7.3) (d) Climate signal/Emission signal (see eq. 7.4)

(e) Legend for a,b,c (fraction) (f) Legend for d (fraction)

Figure 7.2: O3: The signal from a) climate change, b) emission change, c) the
total change on the surface ozone concentration and d) the climate signal relative to
the emission signal. a) The climate signal, simulated with constant year-2000 emis-
sions and ECHAM5 meteorology, b) The signal from changes in the anthropogenic
emissions, simulated with projected RCP4.5 emissions and constant 1990s meteo-
rology ECHAM5, c) The total signal from both changes in climate and emissions,
simulated with projected emissions (RCP4.5) and future meteorology by ECHAM5.
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which is explained by a large increase in the anthropogenic NOx emissions
combined with general higher biogenic VOC (BVOC) levels in the tropics
(figure 6.4). About half of the global isoprene emissions originate from trop-
ical broadleaf trees [Guenther et al., 2006] and the tropical meteorological
conditions are highly conductive for isoprene emissions, which together with
the tropical meteorological conditions is the reason for general high biogenic
VOC levels in the tropics.

In subfigure 7.2(c) the combined effect on the future ozone concentration
from both changes in anthropogenic emissions and changes in the climate is
shown. As noted previously, the total change is not equal to the addition of
the two contributors due to the non-linear nature of the chemical processes
included in the model. The ozone concentration decrease due to impacts
from changes in both the future anthropogenic emissions and climate, except
over the continental tropics and northwestern Europe where this impacts will
increase the future ozone concentration, according to the model.

Subfigure 7.2(d) shows the relative importance of the two individual signals.
This is illustrated by the fraction: ”Climate signal” divided by ”Emission
signal” (see 7.4). Sand/orange colours indicate areas where the climate
signal dominates and blue and light green colours indicate area where the
change in the future emissions are dominating. In the areas with dark red
and dark green colours the two signals contribute approximately equally
in the future to the ozone concentration. Subfigure 7.2(d) shows that the
increase in surface ozone concentration in the continental tropics and north-
western Europe are mainly due to the impacts of climate change. The
climate signal dominates and is more than twice the size of the impact from
changes in the anthropogenic emissions.

The minor decrease in the estimated ozone concentration over the Arctics
is a composite of two opposing signals. The impacts of climate change leads
to a 5-10% increase (figure 7.2(a)) and the reduction in emission of ozone
precursors imply a 5-10% decrease (figure 7.2(b)). The total signal displayed
in figure 7.2(c) shows a minor overall decrease in the Arctic by the end of
the 21st century and in figure 7.2(d) it can be seen that the climate signal
is a little weaker than the emission signal (0.75-1.00).

7.2.2 Black Carbon and PM2.50

Black Carbon (BC) is in the model an inert tracer, which means that it
does not interact chemically with other species in the atmosphere. In figure
7.3 the change in BC surface concentration due to changes in a) climate, b)
anthropogenic emissions and c) changes in both climate and anthropogenic
emissions is shown. The latter is equal to the addition of a) and b), since
BC is an inert tracer and do not react chemically with other species in the
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atmosphere. In subfigure 7.3(d) the climate signal is illustrated relative to
emission signal.

In figure 7.3(a) the relative projected changes due to impacts of climate
change is shown. The concentration is projected to decrease in the Arctic,
in Scandinavia, over Eastern Europe and Russia and over large parts of the
Pacific Ocean (red, blue and green colours). A increase is found nearly else-
where. Since BC is an inert tracer in the model and the emissions are kept
constant at a year 2000 level, only changes in the physical (e.g. meteorolog-
ical) conditions can be the explanation of the projected changes.

In figure 7.4 the isolated effect from climate change on the BC a) wet depo-
sition, b) dry deposition, c) atmospheric concentrations and finally d) the
total deposition is shown. The plots display the significance of the changes
in decadel mean values between the 1990s and the 2090s. Over the Arctic,
Northern Scandinavia, Siberia and the North Atlantic and Pacific Ocean the
atmospheric concentration is found to decrease significantly due to impacts
of climate change. The decrease over the Arctic region is to a large extend
in agreement with the increased precipitation frequency in this area (figure
5.4). When the precipitation frequency increases, particles will be washed
out of the atmosphere and hereby lowering the atmospheric concentration
of particles, in this case BC. There are some differences over the Canadian
part of the Arctic. Here the wet deposition decrease despite the increase in
the precipitation frequency and therefore changes in the precipitation pat-
tern between the 1990s and 2090s cannot explain the calculated decrease in
the atmospheric BC concentration. However analysis have shown that the
mixing height in this area increases (figure 5.5), which leaves more air for
the same amount of particles to mix in and hence the concentration in the
column of air decrease.

In and south of the Mediterranean Sea, along the east coast of North Amer-
ica and Asia and in general over the low latitudes the atmospheric concentra-
tion of BC is found to increase due to climate change. In the Mediterranean
area there is a close relation between decreased precipitation frequency (fig-
ure 5.4) and decreased wet deposition despite the increased atmospheric
concentrations of BC. Over the US East coast, on the contrary, the concen-
tration in the air increases, due to a decrease in the mixing height (5.5).
Over the tropical Pacific a distinct belt of significant changes is found in
most of the plots displayed in this thesis. This feature originates from the
ECHAM climate simulation. The ECHAM model has been described in
some model inter-comparisons to fail in capturing the low level clouds over
the Pacific Ocean correctly and this feature can be seen in all the plots
and hence will not be given any particular attention in the analysis of the
atmospheric compounds in this study.

Going back to figure 7.3, subplot 7.3(b) shows the relative contribution from
the impact of changes in anthropogenic emissions on the atmospheric BC
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(a) BC: Climate signal (see eq. 7.1) (b) BC: Emission signal (see eq. 7.2)

(c) BC: Total signal (see eq. 7.3) (d) Climate signal/Emission signal (see eq. 7.4)

(e) Legend for a,b,c (fraction) (f) Legend for d (fraction)

Figure 7.3: Black Carbon (BC): The signal from a) climate change, b) emission
change, c) the total change on the surface BC concentration and d) the climate
signal relative to the emission signal. a) The climate signal, simulated with constant
year-2000 emissions and ECHAM5 meteorology, b) The signal from changes in the
anthropogenic emissions, simulated with projected RCP4.5 emissions and constant
1990s meteorology ECHAM5, c) The total signal from both changes in climate and
emissions, simulated with projected emissions (RCP4.5) and future meteorology by
ECHAM5.
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(a) BC:wet deposition mg/m2/year (b) BC: Dry deposition mg/m2/year

(c) BC: Concentration (d) BC: Total deposition mg/m2/year

(e) Significance

Figure 7.4: Black Carbon (BC): Changes due to impacts of climate change: The
significance of change of decadal mean values between the 1990s and 2090s in a)
wet deposition and b) dry deposition c) concentration and d) total deposition.
The significance is calculated according to the students t-test, the threshold for
significance is set to 10%. White areas indicate no significant chance, yellow/red
areas indicate significant increase and blue values indicate significant decrease.
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Year 2000 BC emissions in kt/year    

(a)

Difference in BC emissions in kt/year      

Total emissions = -2807.32 kt

(b)

Figure 7.5: RCP4.5 total Black Carbon emission a) the 2000 BC emissions
for all sectors b) the difference between the 2100 and the 2000 total emissions.
Details of the emission from each of the 12 emissions sectors can be found at
www.iiasa.ac.at/web-apps/tnt/RcpDb.

distribution. The contribution from emission change leads to a decrease
in BC in the majority of the domain, though there are some differences
in the size of the signal. Since the meteorology is kept constant in this
simulation (to isolate the impact from changes in the emissions) only change
in emissions size and spatial distribution can explain the pattern of figure
7.3(b). For comparison the total RCP4.5 emissions of BC for year 2000 and
the difference between year 2100 and year 2000 (2100 minus 2000) is shown
in figure 7.5.

The majority of BC emissions stems from the transportation, industry, res-
idential and biomass burning sectors and BC is therefore mainly emitted in
and near the terrestrial areas (figure 7.5(a)). In the future these emissions
is prescribed by the RCP4.5 scenario to decline significantly (figure 7.5(b)).
In contrast the emissions over the ocean are prescribed to increase. This
increase originates from increased aviation and shipping activities in the re-
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mote marine areas, see www.iiasa.ac.at/web-apps/tnt/RcpDb for emissions
from the individual sectors.

In figure 7.3(c) the total signal on BC from changes in both emissions and
climate conditions is shown and further the climate signal relative to the
emission signal is given in figure 7.3(d). From the latter figure it can be
seen that the area south of the Aleutian are strongly dominated by the signal
from climate change. In this area the signal from climate change results in a
decrease the future BC concentration due to an increase in the mixing height
(figure 5.5). In this way the climate signal oppose the projected rise due to
changes in the anthropogenic emissions from ships and aviation. Elsewhere
at high and mid-latitudes the total concentration of BC will decrease due
to a combined effect of climate change and emission changes, though the
impact from changes in emissions dominates.

In figure the 7.6 the absolute concentrations for the 1990s and the 2090s
decades are shown together with the calculated change between 2090s and
1990sdue to both climate change and emission change. The overall BC dis-
tribution are found to decrease in the future except over parts of Central and
West Africa. From this figure it can be seen that the distinct pattern south
of the Aleutians results in extremely small changes (changes below 1/1000
of the mean concentration are set to zero and indicated in the figures with
white). In general it can be concluded that the changes due to impacts of
climate change on an inert tracer like BC is small compared to the impacts
from changes in the anthropogenic emissions which are absolutely dominat-
ing. The BC concentration will decrease due to a general reduction in the
future BC emissions.

Figure 7.7 is similar to figure 7.3 and shows the relative impacts from a)
climate change, b) emission change and c) total change, d) the climate signal
relative to emission signal. For the total PM2.5 concentrations the pattern
in the changes of PM2.5 looks to a large extend like the distribution of BC
described above and the same is valid for the change in the total sulfate
(not shown). PM2.5 is particulate matter with a diameter below 2.5 µm and
include both secondary inorganic particles and primarily emitted particles
(mineral dust, BC and OC).

The patterns of PM2.5 (figure 7.7) look very similar to the distributions
of BC shown in figure 7.3 except that the structure is more smooth and
e.g. the distinct pattern South of the Aleutians is not evident in the total
PM2.5 changes. Again the low latitudes experiences less improvement in the
air quality in the future compared to higher latitudes mainly due to either
increased or less reduced anthropogenic emissions in the future. This means
again that the impact from changes in the emissions dominate in the future
(figure 7.7(d)) and the overall signal from climate change and emissions
change work in same direction and therefore amplify each other. A smaller
difference compared to BC is seen in the Arctic, where the decrease in PM2.5
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(a) BC concentration mean concentration in the 1990s in ppbV

(b) BC difference 2090s-1990s in ppbV

(c) Significance of the difference

Figure 7.6: Black Carbon (BC): The signal from both climate change and emission
change a) 1990s concentration b) difference (2090s-1990s) in ppbV, c) the signifi-
cance of the differences calculated according to the Students t-test and significance
is chosen to be within a 10% threshold.



7.2 Model results 71

(a) PM2.5: Climate signal (see eq. 7.1) (b) PM2.5: Emission signal (see eq. 7.2)

(c) PM2.5: Total signal (see eq. 7.3) (d) Climate signal/Emission signal (see eq. 7.4)

(e) Legend for a,b,c (fraction) (f) Legend for d (fraction)

Figure 7.7: Total PM 2.5 (PM2.5): The signal from a) climate change, b) emission
change, c) the total change on the surface PM2.5 concentration and d) the climate
signal relative to the emission signal. a) The climate signal, simulated with constant
year-2000 emissions and ECHAM5 meteorology, b) The signal from changes in the
anthropogenic emissions, simulated with projected RCP4.5 emissions and constant
1990s meteorology ECHAM5, c) The total signal from both changes in climate and
emissions, simulated with projected emissions (RCP4.5) and future meteorology by
ECHAM5.
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concentrations are less compared to BC in the case of climate change only.

7.2.3 Total N

In figure 7.8 the individual contributions to the projected changes in total
nitrogen concentration is shown. This figure is similar to figure 7.7 and
7.3. Again the impact from emission dominates 7.8(a) and the signals are in
general very similar to the changes projected in BC and PM2.5. The signal
from climate change is to some extent driven by the changes in the global
precipitation distribution and in a few areas also the changes in mixing
height (see e.g. central South America figure 5.5(d) and 7.8(c). Since Total
N contains both NHx and NOy the total N distribution is also dependent
on chemistry like e.g. oxidation capacity of the atmosphere.

Since nitrogen deposition can have harmful effects on the marine and terres-
trial ecosystems, the absolute concentration in year 2000 is shown in figure
7.9 together with the differences in total nitrogen deposition and the sig-
nificance of those differences. Over Europe and down wind from there and
in the eastern part of North America the future nitrogen deposition is es-
timated to decrease between 0-10%. The decrease is even larger over the
ocean, where the projected reduction of 10-20% in the total nitrogen depo-
sition is evident. However at low latitudes, especially in the western US, in
Africa and large parts of Central and South Asia, the depositions are found
to increase due to changes in both emissions and the climate conditions.
The areas in the Arctic that from figure 7.8(a) are controlled by the impacts
of climate change are at the same time areas with extremely low nitrogen
concentrations (not shown) and hence the changes due to climate change
are also very low.
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(a) Total N: Climate signal (see eq. 7.1) (b) Total N: Emission signal (see eq. 7.2)

(c) Total N: Total signal (see eq. 7.3) (d) Climate signal/Emission signal (see eq. 7.4)

(e) Legend for a,b,c (fraction) (f) Legend for d (fraction)

Figure 7.8: Total nitrogen (N): The signal from a) climate change, b) emission
change, c) the total change on the surface nitrogen concentration and d) the climate
signal relative to the emission signal. a) The climate signal, simulated with constant
year-2000 emissions and ECHAM5 meteorology, b) The signal from changes in the
anthropogenic emissions, simulated with projected RCP4.5 emissions and constant
1990s meteorology ECHAM5, c) The total signal from both changes in climate and
emissions, simulated with projected emissions (RCP4.5) and future meteorology by
ECHAM5.
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(a) Total mean N deposition in the 1990s in mg/m2/year

(b) Total N deposition: difference 2090s-1990s in mg/m2/year

(c) Significance of the difference

Figure 7.9: Total nitrogen deposition in mg/m2/year.



8 Evaluation of Time-sliced
experiments

The research described in the former chapters is an example of the use
of climate model data to describe impacts of climate change. In general,
climate impact research uses data from climate models for a wide range
of purposes and sometimes the constraints and limitations of climate model
data are either toned down or un-purposely forgotten. The effects of climate
change on the biosphere, human health, agriculture or infrastructure are
other example of such impacts studies that deals with detailed models which
limits the climate change experiments to be cut down to comparison of
shorter time-slices.

Historically the World Meteorological Organization (WMO) defined thirty
years as the minimum time period when dealing with climate trends in
order mask out any seasonal, annual or decadal variability. However, thirty
years is just a choice based on the amount of continuously measured data
available at the time WMO introduced ”Climate Standards” [Baddour &
Kontongomde, 2007]. In climate impact studies, it is common to assume
that a decade of model simulated data can represent a much longer time
period. The difference between the first and the last decade of a century are
assumed to a give a reasonable estimate of the change expected by the end
of the given century.

Some impact studies use even shorter periods. The studies by Tagaris et
al. [2007]; Liao et al. [2007]; Wu et al. [2008a,b]; Pye et al. [2009] and Lam
et al. [2011] are all examples of time-sliced experiments within the field of
air pollution and climate change interactions, where time-slices of only one
to three years are used to project what will happened by year of 2050 and
these papers are all published in well reputed scientific journals. The time-
slice method is used when data from relative short measuring campaigns
or computationally expensive models are applied. Governments and private
companies urge for specific information on e.g. sea-level rise, precipitation
and emissions of various chemical compounds to plan future infrastructure
and to establish new emission legislations of both greenhouse gases and
air pollutants. So far research results from time-slice experiments are the
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best first guess with respect to centennial projections which encourages the
impact community to carry out these experiments. Moreover some impact
researchers are unaware of the problems related to model climate data (and
maybe even unfamiliar with the statistics needed to handle such problems)
and therefore do not state the necessary assumptions and limitations clearly
enough together with the final impact results.

In contrast the climate model community consider the time-slice assumption
crude since natural year-to-year and decadal variability exist. Therefore it
is natural to question; if impact/assessment research based on short time-
slices can provide scientifically sound impacts of climate change results?
And further; how long should the time-slices be when studying impacts of
climate change in order to provide useful and scientifically sound results?
These questions are difficult to answer and the answers depend strongly on
the particular data set and output data of interest. In the following a method
to analyse climate data intended to be used in impacts of climate change
experiments are described. The conclusions of this investigation, do not
give any definitive answer to how long time-slices should be when working
with time-sliced impact studies. Conversely the method can be considered
as a recipe on how to determine an appropriate length of the time-slices and
further how to select the most representative time-slices from the full data
set for an impact study. In Section 8.1 the overall method is sketched and in
section 8.2 and 8.3 the statistical tools used to do the analysis is described.
The climate data used in this thesis is analysed with respect to inter-annual
and decadal variability and results are shown in the next chapter.

8.1 Method

If a given ten-year period of climate data should represent a full century of
climate data, it is important that the given period do not differ significantly
from the overall atmospheric pattern of the full period. Both inter-annual
and decadal variability do exist in both nature and model data and when
10 years of data is taken out of the full data set there is the possibility
that exactly those ten years contain some or even ten extraordinary years
relative to the full period. With respect to impact research it would be very
unfortunate to pick out such a decade since the results would not represent
the most likely outcome of the future but instead an extreme case, which
cannot be associated with the overall evolution.

The climate simulation used in this thesis was part of the 4th IPCC Assess-
ment Report (AR4) multi-model ensemble study (run4). It is 340 years long
spanning over the period 1860-2200 and is based on the coupled atmosphere-
ocean model ECHAM5/MPI-OM. Details about the climate model and the
simulation can be found in chapter 5. The output from the climate sim-
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ulation consists of a large set of meteorological parameters ranging from
3-hourly to annual values. In this study monthly 500 gph is analysed which
over the 340-year long period results in 120 temporal values per decade and
34 decades in total.

The domain covers Europe, the North Atlantic Ocean and some of the Arc-
tic Ocean and is bounded by the coordinates 90◦W−35◦E and 25◦N−87◦N
(see e.g. figure 9.1). This is the region where the North Atlantic Oscilla-
tion (NAO) takes place1. The NAO pattern is the only teleconnection that
is visible all year around in the Northern Hemisphere however most pro-
nounced in the winter month where the atmosphere in the area of interest is
most dynamically active. For this reason December, January, February and
March have been selected (i.e. winter) to represent the variability of the full
period and the ”the full data set” refer to an average over the full period of
these months and each decade (e.g. 1860-1899) is an average over the same
months average over ten years denoted e.g. ”1860” for period 1860-1869.
Furthermore to avoid analysing the known climate trend in the data, the
full data set has been de-trended by fitting a third-order polynomial and
subtracting this from the data.

The 500 gph is governing the surface meteorology since it carries informa-
tion of both temperature and dynamics and has a strong connection to the
low-level pressure systems. The main focus of this thesis is the future air
pollution level. The governing parameters with respect to atmospheric air
pollutants are pressure/wind fields, temperature, humidity and insolation.
These parameters are through atmospheric dynamics more or less directly
connected to the placement of the 500 gph. A continuous data set of any
air quality parameter like e.g. ozone are not available and therefore the
analysis of the time-slices vs. the full period is based on the z500 gph field
which originates directly from the climate model output. The z500 gph are
assumed to be strongly connected to the surface ozone concentration. This
assumption is investigated further in section 9.2.

This method can be applied to any feature impacted by climate change.
However it is not necessarily the z500 gph field that should be analysed.
For example if thunder clouds or simply convection, is the research topic,
it would be better to analyse the instability or humidity projected by the
climate model and in this way assure that the time-slices are able to cap-
ture the correct decadal variability with respect to exactly these governing
meteorological parameters. Another example could be black carbon, which
in the atmosphere acts as an inert tracer. In this case one might investigate
the low level wind or pressure pattern with respect to the decadal variabil-

1The North Atlantic Oscillation is an index originally defined by the difference in MSLP
over the Azores and Island. When the MSLP is high over the Azores and low over the
Island the NAO is defined to be in a positive mode and vice versa. For further details see
e.g. Hurrel et al. [2003]
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ity. Or to work with a smother field; the z500 pressure distribution could
be analysed in contrast to the z500 gph, since this also contains information
about temperature which might be redundant with respect to the transport
of a tracer.

EOF analysis (see section 8.2) has been used to identify ”the centre of ac-
tion” with respect variability in the data set. The aim is to investigate the
spatial variability of the full data set vs. the individual decades. It is well
known that the NAO pattern exists and evidence from literature indicates
that it is likely to have existed for at least the last millennium [Hurrel et
al., 2003] and therefore probably will continue to exist into the next two
centuries. This implies that a climate model should be able to simulate this
phenomenon both within the individual decades and within a full 340-year
long period in order to capture the variability of the atmosphere correctly.

Practically in this study, the EOF analysis has been performed on both the
full de-trended period and on the 34 individual decades. The first EOF of
each decade is now correlated with the first EOF of the full period, surrogate
data are created and compared with the results and the final results are
presented in the following chapter.

8.2 Empirical Orthogonal Function (EOF) analy-
sis

In atmospheric science, multivariate statistical techniques are commonly
used. They are particularly useful to identify and understand mutual de-
pendencies of one or more parameters and to analyse changes in trends
and means of these parameters. The Principal Component Analysis (PCA)
method was originally described by Pearson [1902], however it was intro-
duced into atmospheric Science in 1956 by Lorenz [1956] under the name
Empirical Orthogonal Functions (EOF). Actually Lorenz used the EOF tech-
nique to describe the NAO phenomenon [Lorenz, 1951, 1956].

The EOF technique was developed to identify and examine variability in
large and complex data sets. The technique can identify patterns of simul-
taneous variation. One of the advantages of the EOF technique is that it
can reduce a data set of the observed or modelled system to a much smaller
subspace (often represented by the first two or three EOFs). This subspace
represents the most of the dynamics of the original observed system. In
climate research it is often reasonable to assume that the subspace with
maximum variation coincides with the dynamically active subspace [Storch
& Zwiers, 1999]. Mathematically, EOF analysis is performed by expanding
the anomalies from a data series of a given parameter into a finite series.
This series consists of k time-coefficients multiplied by k fixed EOF patterns.



8.3 Correlations and surrogate data 79

These patterns are mathematically constructed to be orthogonal. The pat-
terns can be thought of as ”modes of variability” and the corresponding
Eigen values describe the time fraction each pattern is represented in the
data. For a more complete description see e.g. Storch & Zwiers [1999].

Climate variability is often described as an anomaly from a mean state. The
same is done in the EOF analysis where the technique is performed on the
anomaly data. The anomalies are simply the deviation from any mean state
and here the mean state refers to an average value over a decade and over
the full 340-year period, respectively.

The EOF technique results in a 3-dimensional array containing the EOF
patterns, the principal components (PCs) and the Eigen Values. The latter
describes how much of the total variability each EOF explains. The first
EOF is the variability pattern with the highest degree of explanation (e.i.
with the largest Eigen value). From analysis of measured MSLP data (Ice-
land vs. Azores MSLP) among others Hurrel et al. [2003] found that the
first EOF constitutes of approximately 1/3 of the total variance.

When working with EOF data it is important to keep in mind, that it is
mathematically constructed. This means that the first EOF do locate the
areas of the largest physical variability and because of the strong dynamic
nature of the NAO, this area is expected to express the NAO in the domain
chosen here. However, the second EOF is constructed to be mathematically
orthogonal to the first EOF and at same time describe areas of the second
most variability in the data set. The orthogonality implies a non-physical
structure to the patterns and the higher EOF (EOF3, EOF4, EOF5.... etc)
one investigates, the less physics the pattern represents.

8.3 Correlations and surrogate data

To investigate if a given ten-year period resembles the full period, the first
EOF of each of the ten-year periods has been correlated with the first EOF
of the full period. This correlations is denoted χ and is plotted as a function
of the corresponding Eigen value of appertaining decade. It is assumed
that the all 34 decades has the pattern recognized as the NAO represented
in the first EOF. For example the dynamics of one decade could for some
unknown reason have been altered and therefore oscillates most of the time
in another mode of variability (another EOF pattern). This means that
the EOF pattern showing the NAO-like structure would move down and
be represented in maybe the second or third EOF. In this case it would be
more correct to correlate the first EOF of the full period with second or
third EOF of that particular decade. This feature is analysed in section 9.2
where the correlation of the 500 gph vs. the surface ozone concentration is
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evaluated, however in the full analysis of the length of the time-slices, it is
assumed that the first EOF represent the NAO-like pattern in all decades.

The correlations between each decade and the full period result in a span
of correlations between −1 and 1. The sign of the correlation indicates if
a given EOF pattern are displayed in their negative or positive mode and
therefore it is the size of the correlations that is interesting in the current
study. Another issue is to determine if an absolute correlation of e.g. 0.8
is good enough in order to state; that the particular decade do contain the
same variability as the full period. A general rule of thumb says; that all
correlations above 0.8 is high [Rogerson, 2010]. Nevertheless this is a useless
rule since the threshold for acceptance of correlation values depends highly
on the data, the method and the scientific question in mind. The correct
answer to ask is; if it is possible to obtain similar correlations with artificial
data?

Artificial or surrogate data can be constructed in many different ways,
though it is important to preserve the statistical features of the original
data. This means that the surrogate should hold the same mean, spread
and spatial de-correlation length as the original data set.

One way to construct surrogate data, that features the mean and spread of
the original data set, is to take the map (in this case of the first EOF), cut
it into pieces and mix these pieces differently. To preserve the spatial de-
correlation length it is important that the length of each piece is long enough
to preserve any possible spatial de-correlation of the original data set. The
spatial de-correlation length (also called block length) can be calculated by
correlation of the time-series (in this case the principal component) of each
point with the time-series of all the surrounding points. This results in a
correlation-map and from that, the block length is determined as the mean
distance to a point where the correlation has decreased to 1

e .
2 Alternatively,

more simple one can inspect the plot of the first EOF for the full period and
make an educated guess, which is the approach used in the next chapter 9.

There are many ways to create surrogate data most of them is complex and
time consuming and it is beyond the scope of this thesis to go further into
details with these statistical method. Instead the ”shift” command in IDL
has been applied to create a surrogate data set that preserves the statistic
features of the original data set. The ”shift” command moves every grid
point in the map a specified number of grid points (”x”) in the east/west
and north/south direction depending on the sign of the input value ”x” and
the points at the edge of the map is wrapped around and re-appears in other
side of the map. The input value ”x” has to be greater than or equal to the
block length in order to preserve the spatial correlation of the original data
set. In the current study 100 surrogate data sets of the full 340-year long

21/e originates from fitting the exponential function to the autocorrelation functions.
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period have been created and each EOF analysed. The first EOF of these 100
data sets is correlated with the 34 decades and the resulting 100∗34 = 3400
correlation coefficients are plotted as a histogram in figure 9.4 from where
the significance level of the original data can be determined.





9 Results of the time-slice
analysis

This chapter is divided into two parts. First the results from the investi-
gation of the lengths of time-slices based on analysing the z500 gph field
is shown in section 9.1, followed by an analysis of the connection between
surface O3 concentration and z500 gph (section 9.2).

In order to determine, if the ten-year long time-slices is a scientifically sound
to use, an EOF analysis on the full 340-year long time-series has been per-
formed. The analysis is based on the de-trended z500 gph field, since the
changes in this field is expected to control the changes in the O3 distribution
at the surface (see section 9.2).

In figure 9.1 the first four EOFs are shown. Figure 9.2 shows the Eigen value
or the ”degree of explanation” of the first ten EOFs for the full period. The
first EOF 9.1(a) accounts for approximately 35% of the total variance in
the data set. The first EOF resembles the NAO pattern well with a centre
of action stretching from the US east coast to the central and northern
Europe across the Atlantic Ocean and an opposite directed center of action
in the vicinity of South Greenland (from from the Canadian east coast across
the Labrador Sea and David Strait through south Greenland and further
over the Denmark Strait to Iceland). The synoptic scale lows evolves and
moves in this season typically in central Atlantic area, forced to the south
by persistent highs in the North (e.i. high over Greenland/Iceland) or vice
versa and this pattern illustrates the NAO oscillation. Results EOF analysis
performed on observational data from this area gives a typical Eigen value
of this NAO-like pattern in the range 35% to 40% (see e.g. Hurrel et al.
[2003]).

The second, third and fourth EOF explains 15%, 12% and 9% of the to-
tal variability, respectively. From the fifth EOF, the degree of explanation
decreases steadily to zero. As described in section 8.2 the EOFs are mathe-
matical constructed to be orthogonal. Nevertheless it could be argued that
the second EOF could reflect a typical winter time blocking situation, with
a persistent high in the east and an active kernel over the Atlantic Ocean
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Figure 9.1: The first four EOF of the full 340-year period based on the z500 gph
field. The data has been de-trended before the EOF analysis was carried out in
order to separate out climate trend. a) shows the first EOF, b) the second EOF,
c) the third EOF and d) the fourth EOF. The first EOF resembles the NAO well.
The folowing EOFs is mathematical constructed and therefore contains less physics
(See text for further details).

Figure 9.2: The Eigen values or the ”degree of explanation” of the first ten EOFs
are shown from the full 340-year period based on the z500 gph field. The first four
EOFs displayed in figure 9.1 explains approximately 35%, 17%, 12% and 9%.
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similar to the one recognised in the first EOF, though shifted to the west.
However the blocking events have historical been named ”the Scandinavian
pattern” (original called Eurasia 1 by Barnston & Livezey [1987]). The
Scandinavian pattern consist of a centre of action over Scandinavia accom-
panied with two weaker centres over western Europe and eastern Russia
which cannot be found in any of the EOFs in figure 9.1 due to the choice of
domain. However, EOF3 do posses of features of the Scandinavian pattern
and a more easterly situated domain might have led to the appearance of
this pattern in figure 9.1.

Stevenson et al. [2004] did a similar EOF analysis on 45 years of reanalysis
data of the z500 gph field in the Northern Hemisphere. They identified
the first EOF as the Pacific-North American (PNA) pattern and the second
EOF as the NAO. The two pattern looks similar to the one identified in this
thesis 9.1, they are just interchanged. This can be explained by the different
domains the EOF analysis has been performed on. In this thesis the focus
is on the North Atlantic sector where the PNA oscillation has less influence
and is therefore not reflected in the first EOF. Nevertheless the fact that the
PNA pattern is stronger in the reanalysis than the NAO indicates that the
PNA on a hemispheric scale is a stronger phenomenon in the winter time
northern hemisphere.

9.1 Results of z500 gph analysis

To investigate the similarities of the variability in the full period (1860-2200)
vs. the 34 individual time-slices an EOF analysis have been performed on
every decade and the first EOF of this decade is compared with the full
period. The plots can be found in appendix A. It varies how similar the
patterns are, though most of them do feature the dipole structure as the
first EOF of the full period (9.1). Some of the decades might load differently
than the full period meaning that the EOF with the largest ”degree of
explanation” might be interchanged so it would be more correct to compare
e.g. the first EOF of the full period with the second or third EOF of some
of the decades. For simplicity it is assumed; that the leading EOF pattern
of all the decades is the same as the leading EOF pattern of the full period.
The fact that the EOFs are well separated supports this assumption.

In figure 12.6 the Eigen value of the first EOF of each decade is plotted
as a function of the absolute correlation between the principal component
of the first EOF of the full period and the principal component of the first
EOF of the individual decades. The absolute correlation is defined as the
numeric value of the correlation (absolutecorelation = |correlation|). The
four decades of interest with respect to the chemistry modelling work of
this thesis is identified with coloured squares. The 1890s, 2090s and 2190s



86 Results of the time-slice analysis

Figure 9.3: The Eigen value of the first EOF of each decade as a function of the
absolute correlation between the principal component of the first EOF of the full
period and the principal component of the first EOF of the individual decades.The
four decades of particular interest marked with a coloured square. The 1990-1999
period posses the lowest correlation with a value of 0.73 and ∼ 23.5% of the decades
have a correlation below 0.7.

all have a relative high correlation well above 0.8. Unfortunately the 1990s
only correlates a little above 0.7 which degrades it to be questionable with
respect to significance by the rule of thumb mentioned in section 8.3. In
general 8 out of 34 decades corresponding to ∼ 23.5% have a correlation
below 0.7.

The same analysis using time-slices of five and fifteen years respectively,
have been carried out and the plots can be found in appendix A. For the
fifteen-year case the Eigen values tend to cluster the same way as in the
case of the ten-year time-slices except that the fifteen-year correlations in
general is higher. The increase in the length of the time-slice increases the
correlation between the full period so that only ∼ 13.6% of the correlations
is below 0.7 and the four decades of particular interest (1890s,1990s, 2090s
and 2190s) all have high correlations in the range 0.82-0.97 in the fifteen-
year case. On the contrary the change to five-year long time-slices implies
that ∼ 41.2% of the decades correlates with the full period below 0.7, which
means that there are only a 58% chance of choosing a five-year period that
have captured the variability of the full period.

In summary for the case of ten-year long time-slices it is illustrated that
most of the individual decades do posses the same inter-annual variability
as the full 340-year period and the decadel variability is not too large with
the exception of few decades. These few ”outliers” also have relative low
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Histogram: The correlation frequency 
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Figure 9.4: This figure shows the Eigen values of the decades as a function of the
correlation between each decade and the full 340-year period. Three of different sets
of surrogate data with block length 5, 6, 8 do not differ that much. The surrogate
data set with block length 10 is significantly different most likely since the block
length is relatively high compared to the size of the domain (34x67)

Eigen values for the first EOF and the correlations might have been better
if precisely these decades were correlated with e.g. the second EOF or the
third EOF of the full period. The four decades of particular interest do
resemble the inter-annual variability of the total period with a correlation
ranging from∼ 0.73 to∼ 0.98. Furthermore not surprisingly the correlations
increase with the lengths of the time-slices. Now, one has to ask; if these
correlations are high enough to state that the ten year time-slices do resemble
the variability of the full period? As described in section 8.3 to answer this
question, it is necessary to determine, if similar correlations could have been
obtained from random data?

In figure 9.4 four different surrogate data sets are plotted in a histogram.
Each surrogate set is based on 100 random values and is created according
to the method described in section 8.3. In figure 9.1(a) there are two ”centre
of actions”. One very elongated structure across the Atlantic Ocean and one
with a more circular structure with a centre just east of South Greenland.
If both structures were circular like the latter, the block length would have
been estimated to be in the order of the radius of that structure, which
means a block length of 1000-1500 km. However some caution in the de-
termination of the block length have to be exercised due to the elongated
structure of figure 9.1(a). In the North-South direction an educated guess
on the block length could be in the order of 500 km in contrast to the East-
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Histogram: The correlation frequency of four surrogate date sets
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Figure 9.5: The same figure as 9.4 but zoomed in on the lower 10% frequency
interval (the higher end of the confidence interval)

West direction, where an educated guess would be about the width of the
Atlantic Ocean. Instead knowledge of general synoptic scale meteorology
has been used. The typical size of a synoptic low ranges from approxi-
mately 1000-2000 km. The z500 gph is connected to these lows and varies
according to the synoptic lows, besides it is a smoother field. A smooth field
is desirable since it is the large-scale flow which is of interest here. Based
on the size of a typical low the first surrogate data is created with a block
length of 8 grid points which approximately corresponds to the mean spatial
distribution of a synoptic low (∼ 1600km). This surrogate data set is the
curve denoted ”surrogate8” in figure 9.4. Moreover surrogate data with a
smaller (surrogate5 and surrogate6) and a larger block length (surrogate10)
are also displayed in figure 9.4. The two surrogate data sets with shorter
block lengths feature similar histograms as the surrogate8 data set, which
indicates that the aim ”not to destroy” the spatial de-correlation length is
reached. In contrast the surrogate10 data set looks different. It has several
maxima and the same was the case when the block length was expanded to
15, 20, 25 and 30 grid points (not shown). This spiky feature of the surro-
gate10 curve 9.4 is most likely due to the method used. The total domain
was only 34 x 67 grid points which is low compared to ”a shift” of blocks of
the length ten grid point or more. The degree of re-arrangement/disorder
of the map is simply too low for a block length of ten and some of the
surrogates will look too much like the original data set.

Figure 9.5 is a sector of figure 9.4 and shows the lowest 10% frequency of
the histogram of figure 9.5. Recalling that the correlations obtained with
the original data for the four decades of particular interest was in the range
∼ 0.73 to ∼ 0.98 it can now be read off figure 9.5, that these correlations are
all significant under a 95 percentile significance level for the surrogate6, sur-
rogate8 and even for the odd looking surrogate10 data set. The surrogate5
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data set makes values of ∼ 0.7 significant under a 90 percentile significance
level and for correlation values above ∼ 0.74 this confidence interval in-
creases to 5% (corresponding to the 95 percentile significance level).

This means that four decades (1890s, 1990s, 2090s and 2190s) do resemble
the variability of the full period under a 95-percentile significance level in
this particular climate simulation and from that it is concluded that it is
scientifically sound to use the specific four time-slices to represent the longer
climate simulation.

If we decide on a 90 percentile confidence level in the ten-year case, which is
common practise in atmospheric modelling. The correlations of figure 12.6
has to be above 0.5 and from figure 12.6 it can be seen that for 30 out 34
decades (∼ 88% chance), that the variability in the decades relative to the
variability in the full period is captured correctly. In the case of fifteen-year
long time-slices this chance of reaching a 90 percentile significant level is
∼ 91% and in the case of five-year time-slices it is ∼ 75%.

Physically this conclusion means that the four decades, which has been used
to drive the DEHM model in the research described in the former chapters
of this thesis, are able to simulate the well known phenomena NAO. Never-
theless, the NAO pattern only accounts for approximately 1/3 of the total
variability and from the current investigation it is not possible to conclude
on the remaining 65% of the variability. On the contrary the NAO is the
only well known large-scale pattern in this area, since the domain e.g. do
not stretch far enough to the east to include the Scandinavian pattern or
large enough to capture the PNA. Further the second EOF of this climate
simulation describes only 17% of the variability compared to the 35% for
the first EOF (see figure 9.2). In chapter 10 the results of this section are
discussed further in relation to the results of this thesis.

9.2 Analysis of the relation between O3 and z500
hPa gph

In this section the assumption of a connection between the z500 gph and
the O3 surface concentration is investigated. Again the domain covers the
North Atlantic sector and most of Europe and analysis is performed on
annual averages of the winter months (DJFM). From the chemical transport
model DEHM the monthly average surface ozone concentration has been
calculated. Each decade has been EOF analysed and the first four EOFs
are compared in all possible combinations of O3 and z500. The results are
shown in table 9.1.

The highest correlations in table 9.1 between the PC of the z500 gph and
the pc’s of the surface O3 concentrations is marked with red. It is not
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1890-1899 O3: 1. pc O3: 2. pc O3: 3. pc O3: 4. pc

z500: 1. pc 0.678 -0.665 0.221 -0.85

z500: 2. pc 0.107 0.354 0.753 -0.424

z500: 3. pc -0.076 -0.059 0.494 0.837

z500: 4. pc 0.492 0.318 -0.255 0.310

1990-1999 O3: 1. pc O3: 2. pc O3: 3. pc O3: 4. pc

z500: 1. pc -0.456 -0.799 0.011 0.319

z500: 2. pc 0.341 0.137 0.058 0.832

z500: 3. pc -0.191 0.164 0.727 0.009

z500: 4. pc 0.288 0.045 -0.129 0.071

2090-2099 O3: 1. pc O3: 2. pc O3: 3. pc O3: 4. pc

z500: 1. pc 0.119 -0.954 0.114 -0.229

z500: 2. pc -0.704 -0.228 0.008 0.630

z500: 3. pc -0.171 -0.139 -0.259 0.070

z500: 4. pc -0.392 0.078 0.543 0.300

2190-2199 O3: 1. pc O3: 2. pc O3: 3. pc O3: 4. pc

z500: 1. pc -0.239 -0.078 0.483 -0.320

z500: 2. pc -0.271 0.024 -0.225 -0.403

z500: 3. pc 0.370 0.321 -0.094 0.563

z500: 4. pc -0.515 0.365 0.212 -0.266

Table 9.1: The four tables show the correlation between the first four PCs of the
z500 gph field correlated with the first four PC of O3 surface concentration for the
decades 1890s, 1990s, 2090s and 2190s. The highest correlations in every decade is
marked with red and ranges between 0.5 and ∼ 1.0. It is not necessary the first
PC of both fields that has the highest correlation. The period 2190-2199 does not
have very high correlations (max. ∼ 0.5), see discussion in text.
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necessarily the first PC of both the parameters that features the highest
correlation values. In the 1890s decade the first PC of z500 and the first
PC of the O3 concentration have a correlation of ∼ 0.7. Furthermore the
first PC of z500 gph is negatively correlated with the second PC for O3 at
a value of ∼ −0.7 etc. This just indicates that the two fields are connected
in their variability but they do not always have the same sequence of the
EOFs. The surrogate data method described in section 8.3 can now be used
to determine if the correlation found between the z500 gph and O3 field
are significant. However, to continue this statistical analysis is beyond the
scope of this thesis, though the features are discussed more qualitatively in
the final discussion (chapter 10).





10 Discussion

So far the results have been presented in the same order as they were carried
out during the PhD study. In this chapter the findings of all the research
described so far will be summarized, discussed and evaluated in a broader
context. As the title of the thesis indicates, the overall aim is to evaluate
the sensitivity of air pollution concentrations and depositions to impacts
of climate change and changes in anthropogenic emissions. Therefore the
discussion here will have this topic as a main focus. In the following some
general considerations of the climate system are summarized followed by
a discussion of the results of chapter 8 and chapter 9. Next the results
are discussed specie by specie followed by an overall recapitulation of the
discussion. In chapter 11 the final conclusions of this thesis are put into a
future research perspective.

When working with climate change and atmospheric chemical and physical
properties a myriad of interacting pathways appear. The atmosphere is an
extremely complex system in it itself. Nevertheless it is only sub-parts of
the total climate system; here identified as the atmosphere, the hydrosphere,
geosphere, cryosphere and biosphere which interact with the atmosphere.

In this thesis the focus has been on the air pollutants. However many
air pollutants are also important climate agents having radiative properties
that can alter the global, regional or local climate significantly. For example
ozone, besides being an air pollutant that has impacts on human health,
agriculture etc, is also a strong greenhouse gas due to its ability to absorb
infrared light. Other examples are particles, which have both negative and
positive impacts on the Earth climate system depending on the particular
specie and the environment they are present in. BC is generally believed to
posses positive radiative forcing due to its colour that regionally can heat
up the air or change the radiative properties of the cryosphere.

In contrast sulphur particles are believed to have a negative radiative forcing,
since they shade the earth by reflecting the incoming solar radiation back
to space. Further several semi-indirect and direct effects of particles exist
through interactions with different cloud types. Nevertheless the properties
of the air pollutants just described are a research topic in it self and are not
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dealt with in this thesis. To include the feedback processes between the cli-
mate system and the chemistry of the atmosphere much more comprehensive
model systems, like e.g. earth system models, have to be used.

Focussing only on the impacts of climate change and emission change on air
pollutants a number of aims can be achieved, which contribute to knowledge
and eventually can lead to a better understanding of the individual processes
resulting from humans interference with the natural environment. First of
all to investigate the impacts of climate change on air pollutants climate
model data are needed. These climate data need to be carefully selected
with respect to the ability to capture the natural and known variability of
the climate system.

In this thesis the well reputed ECHAM5 climate model has been used.
The model have participated in several model inter-comparison projects
throughout the years and is a regular member of the Coupled Model Inter-
comparison Project (CMIP) [Taylor et al., 2009; Meehl et al., 2007b] under
the World Climate Research Programme (WCRP). Nevertheless it is im-
portant to assure that the specific model simulation used is suitable for the
purpose of the study.

This thesis includes simulations with a comprehensive chemical transport
model. The storage and computational limitations in the initiation of the
phd project in 2007 was the determining factor for limiting the chemical
transport simulations to be performed in time-slices of ten years. When
working with impact of climate change it is obviously important to use cli-
mate data that has been thorough evaluated and performs well with respect
to projection by other models (model inter-comparisons) and capture cli-
mate events from the past (evaluation against observations/proxy data).
Further it is important that the model is able to capture the inter-annual
and decadel variability, since the climate simulation is used as input to a
time-sliced experiment.

To evaluate the robustness of climate change projections is a difficult task
since the true answers lies in the future. One way to analyse climate change
data (or any other kind of model data) is to use ensemble predictions, which
e.g. was used in the fourth IPCC report [Pachauri & Reisinger, 2007]. When
doing ensemble modelling the internal variability, which has been the issue
of this study is coped with in another sense. In ensemble modelling there are
many models to describe the same climatological parameter in both space
and time, which introduces an ensemble mean and deviation from that. One
could argue that the ensemble mean represent the ”right” internal variability
which justifies the use of shorter time-scales when working with ensemble
predicted data. As an example 20-year averaged time-slices were used in the
last IPCC report (AR4, Pachauri & Reisinger [2007]), which is less than the
30-years recommended by WMO ([Baddour & Kontongomde, 2007]). The
physical argument to do that is the fact that ensemble prediction allows
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shorter time scales. Another advantage was that the period considered as
present day climate was restricted to the period 1980-1999, which probably
represents the present better than the period 1970-1999.

There have been several attempts to estimate the robustness of observed
data, which can be a complex topic in itself. The focus here has been on the
robustness of modelled data and it is therefore reasonable to question if the
robustness of modelled result do give any indication of how the real world
works? This question is not easily answered since it depends on a large
number of variables with various and in some cases unknown uncertainties.
The research carried out in this thesis solely shall be considered as a sen-
sitivity study, where the sensitivity of future air pollution concentrations
and depositions to climate change and changes in anthropogenic emissions
has been studied - hence it is most important that the climate data used,
captures the internal climate variability correctly.

One important variability pattern in the North Atlantic region is the NAO.
As described in chapter 8 the NAO is a well known phenomenon and lit-
erature indicates that it has existed for the last millennium [Hurrel et al.,
2003] and it is therefore important that climate models include this internal
variability pattern, possibly even in their projections of the future climate
conditions. In other parts of the world it can be internal variability like the
Indian Monsoon, el niño / La niña-southern oscillation or the Pacific-North
American Oscillation (PNA) that are important to capture on a large scale.
On the contrary if the impacts study or the climate phenomena of interest
is governed by processes going on at smaller spatial or temporal scales it is
these processes that need to evaluated in the climate data before the choice
of simulations and time-slices is carried out.

A climate model that is evaluated only against observations with respect to
a given surface parameter like e.g. temperature could be concluded to per-
form well. However, the synoptic situations leading to capture the ”correct”
temperature field could still be wrong if the dynamics of the model is not
analysed properly. For example high temperatures and clear sky in a cli-
mate simulation can both origins from the well known summertime blocking
situations (e.g. the 2003 heat wave) and from e.g. advection of too dry air
from the Atlantic Ocean in a longer period of time. This feature obviously
affects the rest of the climate system since other features like e.g. transport
of pollutants, depth of the mixing layer etc will definitely not be similar in
the two synoptic situations, which emphasise the importance of evaluating
variability in the climate simulation before using it in impact research.

In this study the EOF method has been used to identify the interval vari-
ability over a 340 year long period followed by an evaluation of the internal
variability of each decade within this period. This leaves us with 34 dif-
ferent answers on how well the variability of the full period is represented
in the individual decades and through surrogate data the decades that are
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scientifically sound to use has been identified.

A PhD study is like any other research project a long realisation journey. In
the current project four specific time-slices were chosen and used as input
to the chemical transport work. During this work the idea arose to do a
specific analysis of the four decades of choice. This means that the analysis
of the 34 decades from 340 year period has been focused on these specific
for time-slices and luckily it turned out that these four decades did capture
the overall variability well enough to be used for the current purpose of
studying impacts of climate change on air pollutants. Nevertheless it is
far from always the case that the climate data used as input to chemical
transport models is evaluated with respect to the specific research aims.
Indeed picking a shorter period would seem to be inappropriate according
to the present thesis work.

In most cases in the literature the climate simulations used are paid little
attention and there are not any examples of references or descriptions of
studies where an analysis like the current has been performed. For example
Wu et al. [2008b,a]; Pye et al. [2009]; Lam et al. [2011] have all investigated
the impacts of climate change over the US using the same model simulation
and only three year long time-slices in this case using the GEOS-Chem
model. They all refer to a study by Wu et al. [2007] where the climate
data are thoroughly evaluated. In Wu et al. [2007] the NASA/GISS GCM
3 Rind et al. [2007] climate simulation of the two three-year long time-slices
is evaluated with respect to inter-annual and seasonal variability in exactly
these six years. The surrounding years are not accounted for and therefore
this analysis is not sufficient according to the results of this thesis. Pye
et al. [2009] mention in their paper that the climate simulations has been
evaluated in ten-year time-slices and refers to Wu et al. [2007], but they
only use three-year time-slices for the GEOS-Chem model and the ten-year
analysis is not mentioned in the Wu et al. [2007] paper. Other experiments
like e.g. Tagaris et al. [2007, 2008]; Liao et al. [2007, 2009] also use only
three year long time-slices where as Katragkou et al. [2010]; Hedegaard et
al. [2008]; Murazaki & Hess [2006]; Racherla & Adams [2008, 2009] all are
examples of impact of climate change on air pollution levels based on time-
slice experiments with ten-year long time-slices. Further Giorgi & Meleux
[2007]; Meleux et al. [2007]; Engardt et al. [2009]; Andersson & Engardt
[2010] are examples of impacts experiments with time-slices as long as 30-
years.

The results of the current study can confirm that the four time-slices 1890s,
1990s, 2090s and 2190s do poses the same statistical features as the full
340-year long ECHAM5 climate simulation within a 10% significance level.
Therefore, the four decades 1890s 1990s 2190s are considered statistical rep-
resentative for their period and it is scientifically sound to use these as me-
teorological input to a chemical transport model. In the analysis leading to
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this result, the first EOF of the full period was identified as the NAO pattern
and it was assumed that the first EOF of each of the ten-year periods also
represented the NAO. The analysis concluded that with a significant level
of 10%, 88% of the 34 decades do simulate the variability of the full period
sufficiently. Shortening of the time-slices to five years resulted in only 75%
of the 68 five-year periods would be able to represent the variability cor-
rectly with a 10% significance level. These results depends on the particular
climate simulation. It could be interesting to calculate these numbers for
the NASA/GISS GCM 3 model Rind et al. [2007] simulations used for the
studies including three-year time-slices [Lam et al., 2011; Pye et al., 2009;
Wu et al., 2008b,a, 2007].

For simplicity it was assumed that the NAO-like pattern identified as the
first EOF of the full period also was the one that would appear as the first
EOF of each of the individual decades. If other natural variability patterns
have been more dominating in one of the 34 decades than the NAO, this
assumption has been violated. This is maybe the case for the decades that
have small correlations in figure 12.6. A way to cope with this would be to
recombine the variability contained in e.g. the first four EOFs of the full
period and then carry out the analysis as done here. This would result in
some answers that could explain 73% of the total variability instead of only
the 35% explained by the first EOF.

The disadvantage of this method is, that the new combined first EOF would
be completely mathematical constructed, meaning that no physical features
can be identified by the pattern. Secondly it would imply another and sim-
ilar assumption: That the first three EOF of the full period are the same
three in each of the 34 decades. Alternative the method used comparing
the z500 field and the surface ozone concentration 9.2 could be carried out
34 times comparing each decade with the full period for e.g. the first ten
EOFs, which would result in a ten by ten matrix from where the EOF com-
binations correlating the most could be picked out for each decade. These
specific chosen EOFs could be recombined into one EOF, which describes
the sum of the Eigen values of selected EOFs. In this way the error related to
the assumption of leaving out the information of the remaining EOFs would
diminish. However, since the NAO-like pattern is a physical property, that
can be identified in the EOF maps and similar results from analysis of ob-
servation can be found in the literature, the method of using only the first
EOF has been used in this study. Moreover 35% is a relative high degree of
explanation and it is well separated from the rest of the Eigen values.

Based on the four time-slices 1890s, 1990s, 2090s and 2190s the chemical
transport model have been used to simulate the past, present and future
impacts of climate change on the atmospheric ozone chemistry. Further-
more, the 2100 century, represented by the time-slices 1990s and 2090s, has
been investigated with respect to the impacts of both climate change and
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emissions changes on ozone, BC, total SO4, total PM2.5 and total nitrogen.
In the following the results will be discussed specie by specie beginning with
the results of ozone.

The impacts of climate change on the future ozone concentration have been
investigated thoroughly in this thesis. The general conclusion is that the
changes in the future ozone concentration due to climate change alone de-
pend on two competitive effects; A decrease due to increased humidity where
reactions between OH and CH4 or CO acts as sink of ozone; or an increase
in ozone due to increased biogenic emissions of VOC (isoprene) which to-
gether with high NOx leads to increased ozone production. In general the
ozone concentration is decreasing over the remote and semi-remote areas
and in the urban areas with high NOx concentration the ozone contraction
is estimated to increase in the future.

The Arctic marine areas differ from this overall conclusion by being a remote
area experiencing a significant increase in ozone concentrations in the future.
In section 6.2.5 several physical processes that can explain this result is given.
However, whether it is a combination of decreased dry deposition, increased
import from source areas cannot be determined by the simulations carried
out here and it is the aim to study this further in the future. One possibility
here is to use the tagging method described in paper IV [Brandt et al., 2011]
and V included in this thesis.

Over Europe, East Asia and most of the U.S. (the south-eastern part) the
ozone concentrations are estimated to increase due to impacts of climate
change alone. This can be explained by the increased isoprene emission. The
biogenic emission (in this case only isoprene) is calculated interactively in
the model and is free to vary according to changes in the climate conditions.
The fact that the future isoprene emissions are the controlling factor for
impacts of climate change on the future ozone concentrations is confirmed
in several earlier studies (see e.g. Hedegaard et al. [2008]; Lam et al. [2011];
Andersson & Engardt [2010]). However, Andersson & Engardt [2010] have
recently carried out experiments showing that the dry deposition of ozone
to vegetation might impact the future ozone concentrations even larger.
Andersson & Engardt [2010] did some sensitivity studies where they changed
the dry deposition to vegetation to be dependent on several meteorological
parameters. When plants are exposed to climate change they change their
ozone uptake and here soil moisture is one of the key parameters. When
already dry areas, dries out even more the ozone uptake to vegetation stops
and this decrease the dry-deposition to vegetation. Particularly Andersson
& Engardt [2010] found that in Spain this process amounts for 80% of the
total change in ozone.

In the current model setup the EMEP [Simpson et al., 2003] parameteri-
sation has been used and the dry deposition to vegetation does depend on
changes in meteorology, however the soil moisture dependence in the depo-
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sition velocity for vegetation is set to one (as in the EMEP model) [Simpson
et al., 2003]. This means, that the results presented in this thesis do not ac-
count for the soil moisture effect described by [Andersson & Engardt, 2010],
which are a aim for the future work with the DEHM model.

Since isoprene is the single most important nmVOC for ozone production
[Fowler et al., 2008] and several future studies have proven that the iso-
prene emissions are extremely sensitive to climate change and a governing
parameter with respect to future ozone concentrations, a correct description
of the isoprene emissions are important. Nevertheless to fully describe the
emission of isoprene is a complicated task. Since isoprene emissions origi-
nates from vegetation it is depend on temperature and sunlight. However,
investigations have shown that the emission rate of isoprene also depend
on the ambient CO2 and O3 concentration, biomass, plant specie, leaf age,
soil moisture, wind damage etc [Fowler et al., 2008], but there are large un-
certainties connected to each of these variables. For example some studies
argues that enhanced ambient CO2 levels lead to increased isoprene emis-
sion due to the resulting increase in biomass and controversially other studies
have shown that increased CO2 levels impact the isoprene synthesis rate for
some plant species and hence decrease the isoprene emissions [Fowler et al.,
2008].

In this thesis the the IGAC-GEIA biogenic emission model [Guenther et
al., 1995] has been used to calculate the isoprene emission dynamically in
the DEHM model. Recently the more comprehensive Model of Emissions
of Gases and Aerosols from Nature (MEGAN) has been implemented in
the DEHM model. Comparison of the two model setups have shown that
the domain-total annual isoprene emissions increase from 488 Tg/year in
the IGAC-GEIA setup to 732 Tg/year applying MEGAN, which both are
within the range 460-770 Tg/year found in previous studies by Guenther et
al. [2006]; Arneth et al. [2008]; Ashworth et al. [2010]. Further, a compari-
son against the European measurements from the EMEP measuring network
has shown that the ozone concentrations resulting from the MEGAN emis-
sions are more consistent than the IGAC-GEIA setup in the Mediterranean
area. The MEGAN model is much more sensitive to temperature rise than
the IGAC-GEIA. [These results are carried out by A.Zare1] and are not yet
published]. Applying the MEGAN model in the DEHM-climate setup in-
herently will affect the results of impacts from climate change on the future
emissions levels and a comparison of this will be some of the aims in the
future. Nevertheless in the study described in chapter 7 the total impact
is expected to be less pronounced since most of the results to a large ex-
tent are dominated by the impact from chances in the future anthropogenic
emission.

1Geophysics Institute, Tehran University, Iran and Department of Environmental Sci-
ence, Aarhus University, Denmark
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Future land use and land cover change are currently some of the main sources
of uncertainties related to projection of the future the biogenic emissions.
Climate change implies changes in vegetation type and distributions. How-
ever, there are several possibilities on how vegetation can respond to climate
change. If the temperature rises, vegetation from low latitudes will possibly
migrate to higher latitudes or the physiological properties of the vegetation
will adapt to the new conditions, which are likely to change their emissions
of isoprene. Secondly new vegetation types will appear and other will erad-
icate due to climate change. Finally population growth increase the need
for crops and natural environments are likely to be changed into farm land
resulting in e.g. deforestation and changes in crop species.

Currently the model setup used in this thesis only includes a static land use
and land cover data set, which therefore is independent of climate change. In
paper III [Skjøth et al., 2008] included in this thesis, we present a grided tree-
specie inventory over Europe, which is ready to use as input to a dynamic
vegetation model. Such model can describe the evolution of vegetation due
to changes the meteorological parameters and hence provide the current
model setup with data on the future vegetation due to climate change.

Ganzeveld et al. [2010] have recently presented a study where they have
compared responses in the atmospheric composition due to 2000 and 2050
land use and land cover. They used the chemistry-climate model EMAC
which is based on the ECHAM5 climate model [Roeckner et al., 2003] and the
Modular Earth Submodel System MESSy [Jöckel et al., 2005]. They found
that the overall impact of land cover and land use changes on reactive gases
(e.g. O3) is small due to compensating effects of the involved process like
e.g. foliage uptake, turbulent exchange and deforestation. However, they
state that the results depend strongly on the applied parameterizations and
the semi-empirical model used. Further several sub-grid scale processes are
found which indicate that higher resolution is also important in the future.
Further investigation of the individual processes related future land use and
land cover changes and implementation of these processes in models would
definitely be beneficial for the research in future atmospheric composition
and climate change.

When including both the impacts of climate change and changes in an-
thropogenic emissions, the ozone concentration in the Arctic region were
projected to remain nearly unchanged in the future despite the major re-
ductions of the ozone precursor that led to a significant decrease in most
of the source areas. Moreover it was found that impact of climate change
was the absolutely dominating factor over the Arctic, which means that the
signal from climate change and the signal from changes in anthropogenic
emissions are opposing each other in this area. Since there are only a few
sources of ozone precursors regionally within the Arctic the decrease due to
emission change is most likely to be due to decreased import from the source
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areas wherein precursor emissions are reduced in the future.





11 Conclusion and future
perspectives

The aim of this thesis has been to investigate the impacts of climate change
and changes in anthropogenic emissions on the future air pollution levels. A
340-year long climate simulated from the ECHAM5/MPI-OM model forced
with the SRES A1B emission scenario has been used to drive the chemi-
cal transport model DEHM. Several DEHM simulations have been carried
out with different combination of past, present and future meteorology and
different emission data in order to investigate the individual impacts from
climate change and emission change on the future air pollution levels in
the northern hemisphere. Special emphasis has been put on the analysis of
ozone and the related photochemistry with respect to the individual pro-
cesses leading to the projected changes in ozone. The impacts of climate
change on ozone and related precursors have been investigated over four
decades (1890s, 1990s, 2090s and 2190s) representing 20th, 21st and 22nd
century conditions. For the 21st century also the fate of BC, SO4, total
N and PM2.5 have been analysed and besides a brief analysis of the pro-
cesses leading to the projected chances the impact from climate change and
emission change have been quantified for these species.

Furthermore, the climate simulation has been analysed with respect to
decadal and inter-annual variability in order to verify the use of ten-year
time-slices in the chemical transport model experiments. Several statistical
methods have been applied on the Z500 geopotential height (gph) field in
order to identity the internal variability of the large scale circulation in the
ECHAM5/MPI-OM climate simulation. EOF analysis has been performed
on the z500 gph field over the full period and over the four specific decades
used as input to the CTM DEHM. In order to determine if ten-year long
time-slices of the current simulation was sufficient in order to capture the
inter-annual and decadal variability, surrogate data were created. It was
found that the four decades (1890s, 1990s, 2090s and 2190s) did capture
the internal variability of the full period within a significance level of 10%.
Shortening of the length of these time-slices to 5 years decreased the num-
ber of time-slices that were able to capture the variability satisfactorily from
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88% in the case of ten-year long time-slices to 75% in the case of five-year
long time-slices.

Further it was shown that the Z500 gph field reasonably well could represent
the variability in the surface ozone concentration. This was necessary to
assume in order to perform the variability analysis since the ozone projection
only were available in the four time-slices (1890s, 1990s and 2090s and 2190s)
and not for the full period. However shown to be a reasonably assumption
with a chance of 4 out 34 to have been choosing a abnormal decade to be
part of the four time slices.

From literature it was found that minor attention have been put into analy-
sis of the climate simulations when used to drive CTMs. The results based
on the climate simulation in this thesis only relates to the specific climate
simulation and similar analysis should be carried out in other studies be-
fore drawing any conclusions on impacts of climate change. The method
described can be considered as an example of a recipe on how to analyse a
climate simulation before using it as input to atmospheric models or other
impact studies in general.

Turning the attention to the experiments carried out by the chemical trans-
port model (DEHM). One DEHM simulation was carried out with constant
year 2000 anthropogenic emissions and future 2090s meteorology projected
by the ECHAM5/MPI-OM climate model. This was compared to a basis
simulation of the 1990s with 2000 emissions and 1990s meteorology in order
to identify the impacts of climate change alone on the future air pollution
levels. Ozone and the related precursors was analysed thoroughly and it
was found that the general surface ozone concentration will decrease in the
future, but in the populated areas where sufficient NOx is present, increased
amount of BVOCs combined with increased humidity lead to increased ozone
concentrations in the future.

Over the Arctic Ocean the ozone concentration was also found to increase
which most likely is due to increased import from the source areas (where
the O3 increases) combined with a decrease in the dry deposition. Increases
vertical transport of ozone could also contribute to the future ozone concen-
trations levels found at surface level. By the simulations carried out in this
thesis, it is not possible to determine the individual contribution from these
three processes and this will one of the aims of the future research possibly
by application of the tagging method described in paper IV.

Next the RCP4.5 emission scenario was applied to project changes in O3,
BC, total SO4, total PM2.5 due to impacts from changed anthropogenic
emissions. The impacts from changes in the anthropogenic emissions were
further quantified relative to the impacts from climate change. The changes
in anthropogenic emissions dominate in general over the signal from climate
change. However in some cases the signal from climate change are opposing
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the signal from the prescribed emission reductions, which implies that to
obtain a certain reduction target in the future, additional reductions must
be made in order to compensate from the opposing signal from climate
change. This feature is known as ”the climate penalty”.

Specifically, the ozone concentration over the Arctic area is found to decrease
a little in the future due to impact from both climate change and changes
in the emission. Prescribed reduction of the ozone precursors in the source
areas implies a significant decrease in the Arctic in the future. Oppositely
do the impacts from climate result in a significant increase which is a little
weaker than the decrease due to emissions reductions which minimize the
overall effect to a minor decrease in the Arctic future ozone concentration.

In Western Europe it was found that future NOx reductions results in a rise
in the ozone concentration, due to the dominating urban chemical regime
in this area. This means that that future air pollution control policies have
to account for the opposing impact from climate change in order reach a
specific reduction target. This implies that emissions of VOCs also needs to
be considered as well in order to reduce both ozone and NOx levels in the
future in Europe.

With respect to the impact of climate change on ozone levels it was found
that the effect from biogenic VOCs (isoprene), to a large extent is the con-
trolling factor in the densely populated areas. Since the emissions of VOCs
have such high impact, it is important to describe these correctly. The
DEHM model have recently been setup with more comprehensive emission
model MEGAN and so far analysis have shown that the estimated ozone
levels in specifically the Mediterranean area have been improved signifi-
cantly (A. Zare, AU, Personal communication). It is already known that the
MEGAN model is much more sensitive to temperature change and there-
fore is likely to alter the results of impacts from climate change shown in
this thesis. In the near future simulations will be carried out in order to
determine this impact.

Another future aim is to include the effect from soil moisture in the dry
deposition module by letting it be dependent on the applied meteorology.
Furthermore, the land cover and land use data also play an important role
with respect to the future emissions and by time it is the aim to included
changes in land cover and land use possibly based on simulations provided
by the LPJ-Guess vegetation model which is currently being developed.

The current resolution of the climate model data is relatively coarse (1.5◦ ×
1.5◦ ). The DEHM model has the possibility of running in nested mode
with a resolution of 50 km × 50 km over Europe, 16.7 km × 16.7 km over
North-western Europe and finally a resolution of 5.6 km × 5.6 km over
Denmark. It does not make sense to run DEHM in nested mode driven with
the coarse resolution climate data from ECHAM5 and hence one of the aims
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in the future is to use climate data from a regional climate model to drive
DEHM including the nested domains as listed above. This will provide a
better possibility to explore the impacts of climate and emission change over
especially Europe and the Arctic and more sub-grid scale processes will be
resolved.

Moreover, a study of climate change impacts on source-receptor relationships
in the climate change model framework used in this thesis is planed, carried
out using the tagging method, which accounts for the non-linear effects of
chemistry. The tagging method is described in details in paper IV [Brandt
et al., 2011] where a source-receptor study with present day (year 2006)
climate and emission between North America and Europe is presented. The
aim in the future is to investigate source-receptor relationship between the
continents under changed climate conditions and with future anthropogenic
emissions scenarios. This could e.g. provide information on the background
ozone contribution from the other continents e.g. to Arctic and give an idea
of the size of intercontinental transport of particles. This would provide
all information that are needed to be accounted when specific air pollution
targets are translated into emission legislations.

From a broader perspective there is no doubt that online models and Earth
system models is the way forward. Since these can cover the two-way inter-
action between climate change and atmospheric composition. The different
air pollutants known as the short-lived climate forcers (like e.g. ozone and
black carbon) have impacts on the radiative forcings important for the cli-
mate system. Furthermore, the climate system has impacts on chemical,
biological or physical changes changing the atmospheric composition. The
feedback processes can only be captured in an online systems because of
the dynamic nature of the forcing and responses. Nevertheless to build up
a dynamic online systems covering several spheres in the climate system,
off-line models are still an important and necessary tool. Off-line mod-
els are e.g. useful to identify, study and evaluate the individual processes
involved. Studies like the one presented in this thesis can provide the knowl-
edge needed for selecting suitable and validated parameterizations can be
selected for application in the more comprehensive online models.
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A: Extra Figures

12.0.1 The first EOF of 34 decades
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Figure 12.1: 1st EOF
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Figure 12.2: 1st EOF, continued....
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Figure 12.3: 1st EOF, continued....
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Figure 12.4: 1st EOF of the individual decades
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12.0.2 Supplementary figures for chapter 9

Figure 12.5: Fifteen-year periods correlation with the full period.

Figure 12.6: Five-year periods correlation with the full period.
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12.0.3 Supplementary figures for chapter 7

In figure 12.7 the individual contributions to to the projected future sulfate
concentration is shown. This figure is similar to figure 7.3 and in a) the
impacts from climate change b) the impact of emission change c) the total
impact and finally the relative contribution from climate change relative to
emission change is shown. Like for BC the impact from emission dominates
12.7(a)
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(a) SO4: Climate signal (see eq. 7.1) (b) SO4: Emission signal (see eq. 7.2)

(c) SO4: Total signal (see eq. 7.3) (d) Climate signal/Emission signal (see eq. 7.4)

(e) Legend for a,b,c (fraction) (f) Legend for d (fraction)

Figure 12.7: Total Sulfate (SO4): The signal from a) climate change and b)
emission change c) the total change on the surface total SO4 concentration and d)
the climate signal relative to the total signal. a) The climate signal, simulated with
constant year-2000 emissions and projected ECHAM5 meteorology. b) The signal
from changes in the anthropogenic emissions, simulated with projected RCP4.5
emissions and constant 1990s meteorology projected ECHAM5. c) The total signal
from both changes in climate and emissions, simulated with projected emissions
(RCP4.5) and projected meteorology by ECHAM5.



BIBLIOGRAPHY 129

(a) SO4:wet deposition mg/m−2/year (b) SO4: Dry deposition mg/m−2/year

(c) SO4: Concentration ppbV (d) SO4: Total deposition mg/m−2/year

(e) Significance

Figure 12.8: Total Sulphate (SO4): Changes due to impacts of climate change:
The significance of change in a) wet deposition in mg/m−2/year and b) dry de-
position in mg/m−2/year c) concentration in ppbV and d) total deposition in
mg/m−2/year. The significance according to the students t-test, the threshold for
significance is set to 10%. White areas indicates no significant chance, yellow/red
areas indicates significant increase and blue values indicate significant decrease.
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(a) tSO4 concentration mean concentration in the 1990s in ppbV

(b) tSO4 difference 2090s-1990s in ppbV

Figure 12.9: Total sulphate (tSO4): The signal from both climate change and
emission change a) 1990s concentration b) difference (2090s-1990s) in ppbV.
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