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The fate of a selected number of chemical species is inspected with re-
spect to climate change. The coupled Atmosphere-Ocean General Circu-
lation Model ECHAM4-OPYC3 is providing future meteorology for the 
Chemical long-range Transport Model DEHM-REGINA. In order to 
separate out the effect from climate change the anthropogenic emissions 
are held constant at 1990 level in all simulations with exception of the 
validation simulations. Three selected periods (1990’s, 2040’s and 2090’s) 
are inspected. 

The 1990’s is used as a control and validation period. In this decade an 
evaluation of the output from the DEHM-REGINA model with 
ECHAM4-OPYC3 meteorology input data is carried out. The model re-
sults are tested against similar model simulations with MM5 meteorol-
ogy and against observation from the EMEP monitoring sites in Europe.  

The test results from the control period show that the overall mean val-
ues and standard deviations are similar for the two simulations, however 
the model setup with climate input data fails to predict correctly with re-
spect to the timing of the variability in the data as expected. The overall 
performance of the ECHAM4-OPY3 setup as meteorological input to the 
DEHM-REGINA model I acceptable according to the ranking method. It 
is concluded that running a chemical long-range transport model on data 
from a “free run” climate model is scientifically sound! 

From the model runs for the three decades, it is found that the trend de-
tected in the evolution of the chemical species, is the same between the 
1990 decade and the 2040 decade and between the 2040 decade and the 
2090 decade, respectively. 

The absolute dominating impact from climate change on a large number 
of chemical species, is found to be the predicted temperature increase. 
The temperature is by the ECHAM4-OPYC3 model predicted to increase 
2-3 Kelvin on a global average with local maxima in the Arctic of 11 Kel-
vin. As a consequence of this temperature increase, the temperature de-
pendent biogenic emission of isoprene is predicted to increase signifi-
cantly in concentration over land in the DEHM-REGINA chemistry-
transport model. This leads to an increase in the ozone production and in 
the number of free �� radicals. 

This again leads to a significant change in the typical life times of many 
species, since the hydroxyl radicals participating in a large number of 
chemical reactions. It is e.g. found that more sulphate will be present in 
the future over the already polluted areas and this increase can be ex-
plained by an enhancement in the conversion of sulphur to sulphate. 
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I denne rapport er fordelingen og niveauerne i atmosfæren for nogle ud-
valgte kemiske stoffer studeret under et fremtidigt ændret klima. Der er 
anvendt en koblet atmosfære-ocean generel cirkulationsmodel 
(ECHAM4-OPYC3) til at simulere en fremtidig meteorologisk situation 
for det 21. århundrede. Dette meteorologiscenarium er dernæst brugt 
som input til DMU’s kemiske transport model DEHM-REGINA, udviklet 
ved Afdeling for Atmosfærisk Miljø. Ændringer i atmosfærens kemiske 
sammensætning blev studeret repræsenterende tre udvalgte perioder 
(1990’erne, 2040’erne og 2090’erne). I disse simuleringer er de menneske-
skabte emissioner fastholdt på et konstant 1990-niveau for at udskille og 
dernæst studere effekten af et ændret klima, hvorved 1990’erne blev 
brugt som kontrolperiode for modelsystemet. 

Modelresultaterne er dels testet mod korresponderende simuleringer ba-
seret på input fra meteorologimodellen MM5 og dels mod observationer 
fra det europæiske EMEP målenetværk. Testresultaterne viser, at de to 
måder at modellere på er lige gode med hensyn til forudsigelser af de 
generelle middelværdier og standard afvigelser ved sammenligner mel-
lem målinger og modelforudsigelser. Konklusionen er, at det er viden-
skabeligt forsvarligt at køre en kemisk transportmodel (som DEHM-
REGINA) baseret på meteorologidata fra en ”fri” kørsel af en klimamo-
del.  

Den globale middeltemperatur i det 21. århundrede er forudsagt til at 
stige 3 °C i følge ECHAM4-OPYC3 simuleringerne af klimaets udvikling. 
Denne temperaturstigning har vist sig at spille en dominerende rolle 
med hensyn til effekter fra et ændret klima på luftforureningen. Som en 
konsekvens af temperaturstigning øges de stærkt temperaturafhængige 
naturlige emissioner af isopren betydeligt over land. Dette fører til en 
øget produktion af ozon og frie hydroxyl radikaler, som igen vil øge den 
kemiske produktionsrate. For eksempel indikerer disse modelstudier, at 
der vil være mere sulfat tilstede i en fremtidig atmosfære over de områ-
der, som allerede er forurenet af svovldioxid og sulfat. Ændringen kan 
forklares med en øget omdannelse af svovldioxid til sulfat pga. tilstede-
værelsen af flere hydroxyl radikaler. 

Rapporten er baseret på et specialestudie udarbejdet i 2006 i samarbejde 
med Københavns Universitet, Danmarks Meteorologiske Institut og 
Danmarks Miljøundersøgelser.  



1 Introduction

Within the latest decade there has been a growing interest in the effects of climate change
on the future air pollution levels. It is well known that the composition of the atmosphere
will change due to changes in anthropogenic emissions. From climate modelling studies it
is predicted that some meteorological parameters will change in the future both due to the
natural variability and due to the man-made changes of the composition of the atmosphere.
A general temperature increase is expected in the future [Houghton, 2001]. This temperature
increase will effect many if not all other meteorological parameters and since the distribution
of air pollution is highly dependent on the meteorology, it could be hypothesized, that the air
pollution levels and distribution even with unchanged emissions will be changed in a warmer
climate. To estimate how and how much the climatic effect alone will have on the air pollution
in the future requires computer models. These climate effects are especially very computer
demanding to study, if one wishes to include as many meteorological and chemical processes
as possible.

Until now, a great number of sensitivity studies of the effect from specific meteorological
parameters on air pollution distribution has been carried out (see e.g. Zlatev and Brandt
[2005]). In these studies for example the temperature alone has been altered to suit different
temperature scenarios. Sensitivity studies makes it possible to get at rough overview of, which
and how large the effect of a specific meteorological parameter will have on the air pollution
in the future. However, to include all effects of a changing climate much more complicated
modelling tools are needed.

In this thesis the hemispheric chemical long-range transport model DEHM-REGINA (Danish
Eulerian Hemispheric Model - REGIonal high resolutioN Air pollution model) is used to
investigate the future air pollution levels and distribution in the northern hemisphere with
special emphasis on Europe and Arctics. The coupled Atmosphere-Ocean General Circulation
Model ECHAM4-OPYC3 is providing 21’st century meteorology and part of the 20’th century
based on the IPCC SRES A2 scenario [Nakicenovic et al., 2000] every 6 hour as input to
the chemical long-range transport model DEHM-REGINA. In order to save computing time
the experiment is focused on three decades instead of simulating the 21’st century in one
continuous run. The three periods are; 1990-1999, 2040-2049 and 2090-2099. In order to test
the validity of the methods and to produce results, five simulations have been made (cf table
5.1). The first two of these are used to test the scientific foundation of this experiments: One
simulation is based on MM5 [Grell et al., 1995] meteorology and one simulation is based on
ECHAM4-OPYC3 [Stendel et al., 2002] meteorology. Both simulations are carried out for the
period 1990-1999 and is forced with the real emissions for this period. The basic idea behind
these two simulations is to test the model results against measurements of air pollution in the
1990’s. If the overall mean values and other statistics are similar for the two simulations, it
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can be concluded that running a chemical long-range transport model on data from a ”free
run” climate model i scientifically sound!

After this evaluation three simulations with constant 1990 emissions are made in order to
separate out the effects on air pollution from climate change only. The meteorology in these
three simulations are all based on ECHAM4-OPYC3 and the time periods are the 1990’s, the
2040’s and the 2090’s, which are assumed to represent the changes in the 21’st century.

1.1 Objectives of this study

”A changed future climate will have an impact on future levels and distribution of air pollution
concentrations and depositions of chemical species in the northern hemisphere”. This is the
main hypothesis of this thesis. To test this hypothesis several questions have to be answered
first.

There are two main steps in this experiment. First of all the following hypothesis is assumed:
”The Atmosphere-Ocean General Circulation Model ECHAM4-OPYC3 is able to provide
a realistic and consistent picture of the meteorological key parameters applied in the air
pollution model”. On the basis of this assumption the first step in this investigation is to
justify that it does make sense to drive an air pollution model with data from a ”free run”
climate model. From knowledge of the air pollution chemistry and climate change it should
be identified, which meteorological parameters are changing with a changed climate and
furthermore which of these will effect the pollution levels and distribution in the future.

Nearly all processes involved in the chemical composition of the atmosphere are dependent
on the weather and thereby also on climate change. Atmospheric transport and transport
patterns including the horizontal and vertical mixing is directly determined by the different
weather parameters as e.g. wind, convection, mixing properties in the ABL, solar radiation,
temperature, and heat fluxes, etc. The atmospheric chemical reactions and photolysis rates
are determined e.g. by the humidity, global radiation as function of the cloud cover and
type, temperature, albedo, etc. Furthermore, the precipitation frequency and amount and
the surface properties have great influence on the wet and dry deposition levels. At last there
are several parameters that have a large influence on the emissions, as e.g. the temperature
dependence of natural emissions of volatile organic compounds (VOC’s) and the tempera-
ture dependence of anthropogenic emissions from domestic heating, power consumption, etc.
Natural emissions of NOx also depends on the weather, e.g. from lightning or from soil.

Some air pollution parameters will presumably be more suitable as a basis for testing the
impacts from climate change on air pollution and these should be identified before moving on
to the next step in this experiment.

After the methods and performance of the model setup has been validated we continue with
the second step in this experiment. Since the chemical long-range transport model DEHM-
REGINA used in this experiment includes the chemistry of 63 chemical species, there is a great
amount of data to analyze from the output of these simulations. To investigate all chemical
species and all their ancillary processes is far beyond the scope of this thesis. Therefore eight
important chemical species is chosen and analyzed with respect to the key meteorological
parameters. Interesting questions raised in this connection is; ”What impact do the projected
temperature increase have on the air pollution levels?”, ”What is the impact of changing



1.2 Structure of this thesis 3

precipitation levels and frequencies on the air pollution concentrations and depositions?”
etc....

The number of specific hypotheses that can be tested and questions that can be answered
using the single-way coupled GCM-CTM model system setup in this thesis is huge. Many
of these specific hypotheses can only be answered by running the chemistry-transport model
DEHM-REGINA a large number of times to do scenario- or sensitivity studies. The main
objectives of this thesis is therefore limited to test the following two hypothesis:

”A changed future climate will have an impact on future
levels and distribution of air pollution concentrations and
depositions of chemical species in the northern hemisphere”

”The Atmosphere-Ocean General Circulation Model
ECHAM4-OPYC3 is able to provide a realistic and consis-
tent picture of the meteorological key parameters applied in
the air pollution model”

and finally the objective:

”to identify some of the most important processes involved
in the impacts from global change on air pollution levels and
distribution ”

1.2 Structure of this thesis

A short introduction to the climate system and chemical transport modelling followed by a
state of the art within the combined field of climate and air pollution modelling is summarized
in chapter 2. This is followed by a description of the models used in this work (Chapter 3)
and a description of the EMEP monitoring network (Chapter 3), which the results in this
analysis is evaluated against. In chapter 4 the method of coupling the models is documented.
Finally the validation of the method (chapter 5) and the results and discussion of the fate of
the selected species is provided in chapter 6. The conclusions and suggestions to future work
is summarized in chapter 7.



2 Climate and air pollution
modelling

In order to construct the results of this thesis, data from both a global climate model and
data from a long-range chemical transport model has been used. In the following two sections,
a short introduction to these two modelling areas will be given. The numerical methods
used in these two modelling fields and the physical parametrization of the two model types
are different because of the difference in scale in time and motion of the parameters. The
numerical methods and the physical parameterizations have to be relatively simple in a global
climate model compared to a chemical transport model since a climate model has to run
relatively fast on the computer while maintaining a description of all the important processes
going on in the atmosphere, ocean and cryosphere. On the other hand the numerical methods
in an air pollution model need to be quite comprehensive in order to resolve the very sharp
gradients both in time and space of the concentrations of the chemical species. In comparison
a climate model cannot account for that many details, if its purpose is to predict climate.
Because of limited computer capacity and limited knowledge of some of the physical processes
going on in the climate, parameterizations are needed. Finally there is the chemistry module,
which for the same reasons mentioned above is kept simple (if not non-existent) in a climate
model and of course is rather sophisticated in a chemical transport model. Also the resolution
of the two types of models differs in general. The resolution both in time and space is usually
lower in a climate model compared to a chemical transport model due to computer capacity.

2.1 Modelling the climate system

The climate system is a very complicated system, which not only depends on several spheres
but also on their mutual interactions. For example the oceans of the world play just as an
important role as the atmosphere in the total climate system. The cryosphere, biosphere and
geosphere are other examples of semi-closed systems, which together with the atmosphere
and hydrosphere contribute to defining the climate system of the earth. An example of the
interactions between spheres could be the heat exchange between air and water. Warm sea
water will naturally warm up the above lying air when an air mass passes over the sea surface.
Also the evaporation of the warm sea water into the colder air is an example of an exchange
process. The sensible and latent heat flux is only some of the processes working as exchange
processes in the climate system.

Basically the dynamics of the earth is driven by the uneven distribution of incoming solar
radiation. This means that the atmosphere and surface of the earth receive an uneven amount
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of energy at different places. This energy gives rise to transport of heat from the equator
to the poles and during this energy transport exchange processes between air masses, water
masses and the land surface takes place. Heat exchange will trigger chemical processes, which
leads to a change in the chemical composition of the involved air or water. This can give rise
to other more physical effects, such as changed greenhouse effect or changed albedo. Also a
changed chemical composition can lead to changes in the various ecosystems of the earth and
again these changes can feedback on the chemistry and climate. Photochemical reactions are
another type of chemistry going on in the climate system. The ultraviolet radiation interacts
with the chemical compounds in the climate system. This again gives rise to a change in
the chemical composition of the atmosphere and so on.... As I have tried to illustrate above
there are many complicated processes going on in the climate system. In attempting to model
all these processes one have to keep in mind that the scale of time and motion of all these
processes are highly variable. A climate model has to take into account both the synoptic
scale weather pattern systems and the microphysics of the clouds. At the same time it has
to account for example for both the millennium-scale Thermohaline Circulation (TC) in the
ocean and the chemical reactions going on in the ozone budget.

It is well known that the climate interact on a global scale, which means that a climate model
also has to be a global model - a model covering the entire earth geographically.

These above mentioned demands to a climate model are impossible to fulfil simultaneously.
First of all, the computer capacity today is still not large enough to run a complete model of
the climate system in a reasonable period of time. Secondly science cannot yet describe all
physical and chemical processes correctly. Even though scientists today are able to describe
many advanced processes in great detail, it doesn’t necessarily mean that it is possible to
model the processes. Many processes are described by continuous functions, which need
to be discretized in order to solve the equations. Also the often relatively low resolution
of a climate model introduces sub-grid-scale phenomena which needs to be approximated
by parameterizations. This means that when trying to model the climate system a lot of
assumptions and approximations are made, which inevitably will be followed by uncertainties
in the model results.

Today a large variety of climate models are used to study the different issues of the climate
system. The types of climate model varies from the very simple zero dimensional radiative
balancing models to the quite complicated general circulations model. The type of model
chosen do not only depend on the available computer capacity, it is rather a dependency
of, which kind of climatic issue one wants to study. For example simple models are used to
study specific processes of the atmosphere. Simple models have the advance of keeping the
demands to computer capacity down and thereby having a relatively short simulation time.
This feature makes them an excellent tool when one wishes to simulate very long periods of
time. The simple models are also useful, when one wishes to study the effect of a particular
process in the atmosphere, since the number of included processes are limited in a simple
model and therefore makes it possible to isolate the individual effects. On the contrary the
three dimensional general circulation models are very useful when one wishes to study the
full climate system, however the high computing time of such a comprehensive model limits
the study period to usually one or a couple of centuries.

In this thesis a general atmosphere-ocean circulation model is used. The development of these
models originates from the numerical weather prediction models, which were introduced in
the 1920’s by Richardson [1922] [Trenberth, 1992]. The first development of what today is
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called a general circulation climate model was introduced during the 1950’s by e.g. Charney
et al. [1950] and Smagorinsky et al. [1965] [McGuffie and Henderson-Sellers, 2001]. During the
1980’s the climate modelling field expanded significantly and e.g. Manabe and Wetherald can
be mentioned as some of scientists in the front of the climate modelling community during the
1980’s and 1990’s [McGuffie and Henderson-Sellers, 2001]. Because of the high dependency
of computer capacity, the field of climate modelling have closely followed the development of
computers through the last five decades [McGuffie and Henderson-Sellers, 2001].

Today a wide range of coupled climate general circulation models exist and on a regular basis
model intercomparison projects are carried out. In the intercomparison projects both the
performance and the results of the models are evaluated. The Coupled Model Intercomparison
Project (CMIP) is an example of a project where the results of up to 20 coupled climate model
are compared [Meehl et al., 2000], [Lambert and Boer, 2001]. The CMIP project was split
into two subprojects where the ability of the models to simulate the current climate and
ability of the models to react to a specific external suppressed forcing (e.g. a 1% per year
CO2 increase) were tested. Also the Intergovernmental Panel on Climate Change (IPCC)
have included chapters on model evaluation in each of its reports. Latest in the 2001 report
the intercomparison results of up to 34 different models are compared (for a full list of the
compared models see p. 478 Houghton [2001]). One of these models is the ECHAM4-OPYC3
model (used in the work of this thesis) from which it e.g. is concluded that the model simulates
the trend of global warming of the 20’st century quite well [Houghton, 2001].

2.2 Modelling the transport and chemistry of the atmosphere

In the atmosphere a great number of physical and chemical processes takes place. If one wishes
to study the air pollution levels and distribution in the atmosphere, a very comprehensive
model is needed. The concentration levels and distributions of chemical species like gases,
liquids and particles are dependent on transport, deposition, emissions, chemical reactions
and photochemistry in the atmosphere. This means that in order to describe the fate of only
one single chemical specie a large number of chemical reactions need to be calculated and
at the same time the transport and deposition, which are highly dependent on meteorology
and concentration of the respective species need to be derived. This means the prediction
of one single specie demands the derivation of the weather in the domain of interest and the
concentration of several interacting exchange species. From this, it is clear that to set up
models which purpose is to describe the fate of maybe ten species, quickly ends up including
a very large number of chemical species and reactions.

In the field of atmosphere chemistry modelling different types of models are represented. The
most advanced models present today are the regional Eulerian full three dimensional chem-
istry transport models. The full three dimensional models give the most realistic presentation
of the transport of chemical species and they are able to simulate a full concentration field
of the included chemical compounds [Seinfeld and Pandis, 1998]. There are two types atmo-
spheric transport models; Eulerian and Lagrangian models. However, today almost all three
dimensional chemical transport models are based on the Eulerian approach.

The advances of the regional three dimensional Eulerian models is that they can provide
relatively high resolution data over a limited area (e.g. Europe), however they demand suitable
boundary conditions. The regional models have an typical horizontal resolution of 10-50 km
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and is integrated in time over periods from a few days and up to a few years. The regional
models are also used to make air pollution forecasts or to study the fate of chemical compounds
under a specific meteorological event.

Unfortunately, the demands to computing capacity and the computing time increases with
increased complexity and resolution of a given model and therefore also simpler chemical
models have been developed. The simplest chemical models are the so-called zero dimensional
box models, where the concentration is constant in space and therefore only depend on time.
These models are suitable for studying very complex chemical systems or for studying chemical
systems where equilibrium is achieved on times scales much shorter than those for transport
[Brasseur and Madronich, 1992]. In between the zero dimensional and the three dimensional
models also one and two dimensional models exist. They are mainly used for sensitivity
studies, simulations over very long time periods or e.g. latitude-altitude distribution studies
(uniform distribution along the latitudes are assumed) [Seinfeld and Pandis, 1998], [Brasseur
and Madronich, 1992].

Presently, the state of the art within regional air pollution modelling in Europe can be divided
into two main categories of models: The first type is the full three-dimensional Eulerian
chemitry transport models covering domains from Europe to the northern hemisphere. These
models include comprehensive descriptions of all involved chemical/physical processes and
includes 50-80 chemical species. The models typically runs with a resolution of 10-50 km and
includes approximately 20 vertical levels. Examples of these models are the EMEP model in
Norway [http://www.emep.int, 2006], the MATCH model in Sweden [Andersson et al., 2006],
the Polair3D in France [Mallet and Sportisse, 2004] and the EURAD model in Germany [Ebel
et al., 2001]. The DEHM-REGINA model used in this thesis work also belongs to this class
of models.

The second type of models, which are widely used is a little bit more simple version of the
3D Eulerian chemistry transport model. These models are different first and foremost in the
vertical discretization, where typically three layers are included and not the 20 layers like in
the 3D comprehensive models described above. The vertical exchange is here parameterized
quite simple into a mixed layer, a reservoir layer and a free troposphere layer. Typically the
chemical scheme is based on the CBM-IV scheme where the number of chemical species is
around 35. Also processes like deposition and emissions are more simple parameterized in
these models. The advantage is much lower computing time. The disadvantage is of course
the less good performance of the models compared to measurements. Examples of the more
simple Eulerian models are the REM3 model in Germany [Stern et al., 2003], the LOTOS-
EUROS model in the Netherlands [Schaap et al., 2005], the CHIMERE model in France
[Schmidt et al., 2001] and the DEOM model in Denmark [Brandt et al., 2001a], [Brandt
et al., 2001b]. All the mentioned models are only examples and there exists, of course, many
more models in the world.

Also intercomparisons projects has been performed within the field of chemical transport
modelling. For example as part of the European Tracer EXperiment (ETEX) carried out in
1994, the performance of 28 models were compared based on the data obtained during the
experiment [Mosca et al., 1997]. In this intercomparison project the DREAM model developed
at National Environmental Research Institute (NERI) participated [Brandt, 1998]. Another
example is the intercomparison of five ozone forecast system based on German monitoring
data from the summer of 1999 [Tilmes et al., 2002]. Here the performance of the DEOM
model also developed at NERI was evaluated against other models [Brandt et al., 2001a],
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[Brandt et al., 2001b]. The DEHM-REGINA model has roots in both the DREAM and the
DEOM models. Most recently the long-term prediction of ozone simulated with seven regional
models has been compared [van Loon et al., 2006]. One of the models in this project is the
DEHM-REGINA model which are used in this thesis.

2.3 State of the art in combined air pollution and climate
modelling

In the last decade several studies of how the air pollution levels are changing in the future
has been made. Changes in the emission levels is the most obvious and direct player, which
inherently will change the air pollution levels in the future. As an example Bach et al.
[2006] have evaluated the health and economy benefits and drawbacks from different emission
scenarios, using the atmospheric chemical-transport model DEHM-REGINA coupled with an
economy cost-benefit model. These investigation was carried out as a part of the ”Assessment
of the effectiveness of European air quality policies and measures” [Bach et al., 2006]. This
type of emission reduction scenarios is an example of a group of experiments carried out
which does not account for changes in the pollution level and distribution due to a changed
climate, since meteorology typically is taken from a ”base” year (e.g. 2000). In these kind of
experiments, the emissions are changed, but the meteorology is kept constant, meaning that
the same meteorological data is used both for the base scenario and for the emission reduction
scenario.

Prather et al. [2003] evaluated the surface distribution and seasonality of ozone in the 21’st
century based on the results from the Intergovernmental Panel on Climate Change (IPCC)
Third Assessment Report (TAR) [Houghton, 2001] by comparing the results from 10 different
models. The emissions in all these 10 simulations were based on the IPCC preliminary SRES
A2 scenario [Nakicenovic et al., 2000] which by then was the only anthropogenic emission
scenario analyzed with fully chemistry models [Prather and Ehhalt, 2001]. As Meteorological
input some of these model used assimilated winds and others used winds from climate models.
The spatial resolution of the models varied widely. For most of the models the meteorology
was resolved at a six hour or even smaller time-step [Prather et al., 2003]. Prather et al.
[2003] found a tendency to an upward shift of the base-line levels of O3. The largest shift
was found in the summer season in the northern mid-latitudes and this is worrisome, since it
coincides with the area where the largest regional cases of ozone pollution are present already
[Prather et al., 2003]. However these projections do not include the response from the climate
system and as noted in the TAR [Prather and Ehhalt, 2001]; the natural ecosystems and
their emissions of ozone precursors are expected to be altered in the future [Prather et al.,
2003]. Also changes in the physical climate itself, such as for example changes in temperature,
humidity and the dynamics are expected to alter the global pollution distribution [Prather
et al., 2003]. But these effects are the here mentioned model simulations not able to account
for because of the lack of 21’st century meteorology input and the missing feedback link to
the climate.

Hogrefe et al. [2004] used a regional model centered over the eastern United States and showed
that the effect from a changed climate may contribute as equal to the air pollution levels
in the future as the effects from changed emissions and growing intercontinental transport.
However because they only studied a limited area the results obtained are very dependent on
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the boundary conditions applied to the model. Generally it is a problem using limited area
models covering only a small area when studying a larger scale phenomena.

To account for the direct role of changes in the climate Johnson et al. [2001] simulated the
period 1990-2100 with a 3-D Atmosphere-Ocean-Chemistry Model. They made two simula-
tions; a control experiment with fixed greenhouse gases at a pre-industrial level and a climate
change experiment which has greenhouse gases evolving in accordance to IPPC’s SRES A2
scenario [Nakicenovic et al., 2000]. Johnson et al. [2001] found that the impact of climate
change decreases the net production of ozone with approximately 120 Tg/yr in the tropo-
sphere. By photochemistry ozone is split into O(1D) which results in a loss of ozone due to
the chemical process O(1D)+H2O → 2OH. This loss contributes to a large decrease in ozone
and at the same time, the input of ozone at the top of the model domain increases less. Here
it should be kept in mind, that the vertical resolution of the Chemistry Transport Model
(CTM) used, is very poor (only 9 layers from the surface to the 100 hPa pressure level). This
means, that this model simulation is not able to treat feedbacks from and to the stratospheric
ozone correctly. Johnson et al. [2001] also found, that there is an indication that the current
estimates of buildup of methane may be greatly overestimated. However there are several
uncertainties connected to this experiment. For example the role of climate change on the
natural emissions and the fact that the vertical and horizontal resolution of the model is poor
were not accounted for in these simulations [Johnson et al., 2001].

Zlatev and Brandt [2005] used the Unified Danish Eulerian Model (UNI-DEM) to do sensitiv-
ity studies of the pollution levels in Europe due to climate change. In these experiments the
emission and meteorology were kept constant except for some key meteorological parameters
which were tuned to suited the IPCC SRES A2 scenario [Nakicenovic et al., 2000]. Zlatev
and Brandt [2005] found among other results that these key meteorological parameters (tem-
perature level+diurnal+seasonal variation, humidity and precipitation) are increasing the
number of days in Europe, which exceed the permitted threshold value for ozone with respect
to human health.

In parallel with the work carried out in this thesis Murazaki and Hess [2006] have exam-
ined the United States air quality with respect to the tropospheric ozone. They divide the
tropospheric ozone into two contributions, namely the background ozone and the ozone pro-
duced from precursors locally emitted. Murazaki and Hess [2006] found that over the western
United States (more remote regions with low NOx emissions) the changes in the two con-
tributions cancels out, whereas over the eastern United States (denser populated and higher
NOx emissions) the future expected decrease in background ozone is far smaller than the
expected increase in locally produced ozone. This investigation was carried out by a time-
sliced experiment using the NCAR climate system model (CSM) 1.0 [Boville and Gent, 1988]
as meteorology input to the global chemical transport model MOZART-2 [Horowitz, 2003],
[Murazaki and Hess, 2006]. The climate simulation was forced with the IPCC SRES A1 sce-
nario [Nakicenovic et al., 2000] and it provides future meteorology to the chemical transport
model MOZART-2 every 3 hours. The two time periods investigated was each 11 years long
and consisted of the period 1990-2000 and the future period 2090-2100. In both simulations
the emissions (both anthropogenic and biogenic) were kept at a constant 1997 level in order
to separate the effects of climate change on the future surface ozone concentration.

As stated, the work of Murazaki and Hess [2006] was carried out in parallel with this work.
When they published their results this year, the model experiments, simulations and statistical
tests in this thesis work were already carried out!
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Murazaki and Hess [2006] used the same basic methodology testing the results for two decades
(1990’s and 2090’s) as used in this study. However, they only studied a limited area (United
States), they only had ozone in focus and they also kept the natural emissions constant which
is in contrast to this study.



3 Model descriptions

This section contains a short summary of the numerical, physical and chemical character-
istics of the chemical long-range transport model DEHM-REGINA and the climate model
ECHAM4-OPYC3, which have been used to construct the data of this thesis.

A chemical long-range transport model needs meteorological input data. In this work a pre-
diction of the impacts of climate change on the air pollution levels in the future is desired.
Therefore the chemical long-range transport model simulation is based on predicted climate
data instead of the normally applied past or present-day meteorology obtained from a numer-
ical weather forecast model.

In this experiment we use the results from the coupled atmosphere-ocean general circulation
model ECHAM4-OPYC3, which has been forced with emissions according to the IPCC SRES
A2 scenario. Section 3.1 describes this climate model and the main characteristics of the
simulated meteorology found in studies using the model. Subsequently the chemical long-
range transport model will be described. In chapter 4 a description of the model setup of this
particular experiment can be found.

3.1 The atmosphere-ocean general circulation model, ECHAM4-
OPYC3

As the name ECHAM4-OPYC3 indicates, this general circulation model consist of an atmo-
sphere (ECHAM4) and an ocean component (OPYC3), respectively.

The atmosphere component (ECHAM4) is vertically discretisized in a hybrid-sigma coordi-
nate system and it consists of 19 layers extending up to the pressure level of 10 hPa. The
prognostic variables are vorticity, divergence, logarithm of surface pressure, temperature, spe-
cific humidity and the mixing ratio of total cloud water. Apart from the water components of
these prognostic variables, they are all represented by spherical harmonics with a triangular
truncation at wave number 42 (T42). This gives a horizontal resolution of approximately
2.8◦x2.8◦. The time step for the dynamics and the physics is 24 minutes and the radiation
time step is 2 hours. Both seasonal and diurnal cycles in solar forcing are simulated [Roeckner
et al., 1999].

The concentrations of greenhouse gases and halocarbons as well as the surface sulphur emis-
sions are prescribed in the model according to the IPCC SRES A2 scenario. The tropospheric
sulphur concentrations is calculated interactively within the atmosphere model by including
a simplified sulphur model. This sulphur model is driven by the surface emissions from the
SRES A2 scenario and by internally calculated processes such as sulphur chemistry, transport
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and deposition (for further details see Roeckner et al. [1999]). With respect to the exper-
iment carried out in this thesis, the inclusion of a sulphur model in the ECHAM4-OPYC3
model, only acts to improve the description of global radiation and therefore the weather
parameters used as input to the chemical transport model DEHM. The sulphur and sulphate
levels studied in the final results from this experiment is solely generated in the chemical
long-range transport model, and are therefore only indirectly (through meteorology) affected
by the sulphur concentration model in the ECHAM4-OPYC3 described here!

The transport of water vapor, cloud water and chemical constituents is calculated with a
semi-Lagrangian scheme following Williamson and Rasch [1994]. For further details about
horizontal diffusion, turbulent fluxes, drag associated with orographic gravity waves, the
soil associated processes, cumulus convection, and the stratiform cloud water equation, see
Roeckner et al. [1996]. The solar radiation is parameterized according to Fouquart and Bonnel
[1980] and with some modification the long wave radiation scheme follows Morcrette et al.
[1986]. The modifications of the long-wave radiation parametrization consists of the inclusion
of some additional greenhouse gases and the 14.6 μmeter band of ozone. Also the water vapor
continuum, the single scattering properties and the effective radius of cloud droplets and ice
crystals has been revised (for further details see Roeckner et al. [1996]).

The ocean component of the AOGCM is an extended version (level 3) of the OPYC model
[Oberhuber, 1993]. The ocean model consists of three submodels. These submodels are; an
interior ocean, a surface mixed layer and a sea ice component. Vertically the model is divided
into 11 layers and poleward of 36◦ the horizontal resolution is truncated at T42, which is
identical to the atmosphere model. For lower latitudes (equatorward of 36◦ latitude) the
meridional resolution is gradually decreased to 0.5◦ at the equator [Roeckner et al., 1999].
For details about the dynamics of the three submodels see Roeckner et al. [1999].

The coupling of the three oceanic submodels are done quasi-synchronously and they exchange
information once a day. The atmosphere model provides daily-averaged surface fluxes of mo-
mentum, heat and fresh water to the ocean model, which returns daily-averages of the sea
surface temperatures (SST) and daily-averages of the ice- momentum and concentration and
the ice and snow thicknesses. The model also includes annual mean flux corrections for heat
and fresh water. Unfortunately these flux corrections, beside correcting the fluxes annually,
also results in a warm bias in the initial state, because of the way the flux corrections are
constructed (cf. Stendel et al. [2002] and Roeckner et al. [1999]). This warm bias is approxi-
mately 0.3 Kelvin [Personal correspondence with Martin Stendel, DMI, 2006], [Cubasch et al.,
1995]. This should be kept in mind when the final results from the chemical transport model
DEHM are analyzed.

3.1.1 Forcings/A2 Scenario

The meteorological data used in this thesis is the result from a 240 year long time-dependent
ECHAM4-OPYC3 simulation. The simulation is only forced with respect to the concentra-
tions of greenhouse gases, halocarbons and sulphur. The concentrations are in the period
1860-1990 derived from observations and for the period 1990-2100, they are prescribed ac-
cording to the IPCC SRES A2 scenario. The emissions following the A2 scenario is given
every ten year and are linearly interpolated between the decade values. Furthermore, the
tropospheric ozone distribution is allowed to vary as a result of prescribed concentrations
of anthropogenic precursor gases (CH4, NOx, CO) and stratospheric O3 and NOx whose
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concentrations are given for 1860, 1985 and 2050.Intermediate values are then calculated by
linear interpolation, and from 2050 and forth the concentration is held constant at the 2050
level [Roelofs and Lelieveld, 1995].

The A2 scenario is in the IPCC’s special report on emission scenarios described as follows:

”The A2 storyline and scenario family describes a very heterogeneous world. The underlying
theme is self-reliance and preservation of local identities. Fertility patterns across regions
converge very slowly, which results in high population growth. Economic development is pri-
marily regionally oriented and per capita economic growth and technological change are more
fragmented and slower than in other storylines” (cite from Nakicenovic et al. [2000]).

The A2 scenario is compared to the other scenario families having the largest populations.
The adaption of new technologies is rather slow compared to for example the A1 scenarios.
The economy gap between now-industrialized and developing parts of the world will remain
unchanged in contrast to the A1 and B1 scenarios, where the income gab will be smaller in the
termination of the 2100’st century. Environmental restrictions is only carried out regionally.
In summary the A2 scenario describes a world with limited cooperation and an unstabilized
population growth [Nakicenovic et al., 2000].

3.1.2 ECHAM4-OPYC3 simulations of the climate of the 21’st century

In the period 1990-2100 the total forcing from all greenhouse gases results in an increase in
radiation from 2 W/m2 to 8.1 W/m2 in the ECHAM4-OPYC3 simulation used in this thesis
work. The increase in forcing with respect to pre-industrial levels is similar to the old IS92a
scenario, however approximately 2.5 W/m2 larger than the increase in the same period for the
IPCC SRES B2 scenario, which assumes an unchanged population growth and a regionally
limited ecological development [Nakicenovic et al., 2000].

Sulphur emissions are projected to increase by 50% until the 2030’s, whereafter they gradually
decrease to present day level in year 2100 [Stendel et al., 2002].

The global average temperature is found to increase by 2-3 K during the 21’st century, which
is in good agreement with previous studies [Stendel et al., 2002]. There are large seasonal and
regional differences in this warming with values up to 11 Kelvin in the winter in the Canadian
and Siberian Arctic. For annual means, the largest increase is projected over Greenland and
the subpolar regions of Asia, North America and Europe. In these areas the annual increase
exceeds 6 Kelvin [Stendel et al., 2002].

In good agreement with other studies both the diurnal temperature range decreases and the
warming over land is significantly larger compared to the warming over the ocean [Stendel
et al., 2002]. The sea ice in the Arctic is estimated to retreat by approximately 40%. Partic-
ularly, over the Barents Sea, the sea ice is predicted to vanish completely by the end of the
century.

The globally averaged precipitation only changes slightly. However, there are huge regional
and seasonal differences. Winter precipitation over the temperate and Arctic regions in-
creases by 10-50%, whereas the precipitation generally decreases over the subtropics and
mid-latitudes, which is good in agreement with other studies. However, the Sahel area differ
from these observations, more rain is projected in this region in the summertime [Stendel
et al., 2002].
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These authors also finds that the hydrological cycle is enhanced. An increase in evaporation
is found together with a decrease in precipitation over the oceans, leading to an excess of
water over the continents and thereby an enhancement of the hydrological cycle.

Finally concerning the mean sea level pressure this ECHAM4-OPYC3 simulation results in
a shift towards a higher NAO index [Stendel et al., 2002]. Both the icelandic low and the
Azores high are slightly enhanced making the differences larger and thereby the NAO index
more positive.

3.2 The chemical transport model, DEHM-REGINA

After the meteorology from ECHAM4-OPYC3 has been provided, one very important as-
sumption has to be made: It is assumed that the ECHAM4-OPYC3 simulation provides a
realistic and consistent picture of the weather in the 21’st century for meteorological input
to the long-range transport model the Danish Eulerian Hemispheric Model DEHM-REGINA
(REGIonal high resolutioN Air pollution model).

The DEHM model has been under development during the last 15 years at the National
Environmental Research Institute NERI (cf. [Christensen, 1993], [Christensen, 1997], [Frohn
et al., 2002b], [Frohn et al., 2003] and [Frohn, 2004]). The original version of the model is
a DEHM-sulphur version [Christensen, 1997], which includes SO2, SO4 and heavy metals.
After that a mercury [Christensen et al., 2004], a CO2 [Geels, 2003], a POP [Hansen et al.,
2004], [Hansen, 2006] and the here used version of the model DEHM-REGINA [Frohn, 2004]
were developed. For general documentation and validation of the model performance see
Christensen [1997], Frohn [2004], Brandt et al. [2005], Geels et al. [2004], van Loon et al.
[2004], and van Loon et al. [2006].

The DEHM model is a terrain-following model based on a set of coupled 3D-advection-
diffusion equations. Figure 3.1 shows a schematic representation of the DEHM model system
as it is today. In the middle level three boxes with different meteorological options are shown.
These are meteorology based on the MM5 weather forecast model [Grell et al., 1995], the Eta
weather forecast model [Nikovic et al., 1998] and finally the climate model ECHAM4-OPYC3
used in this experiment [Stendel et al., 2002], [Roeckner et al., 1999].

The DEHM-REGINA model is a full 3D Eulerian model covering the entire northern hemi-
sphere and it includes several nesting options, which are available within the mother domain
(northern hemisphere) (see figure 3.2). The purpose of the DEHM-REGINA model is to
describe the chemical reactions going on in the troposphere [Frohn, 2004].

In the following sections the physical parameterizations, the chemistry and the numerical
methods of the DEHM-REGINA model will be summarized. This is followed by a description
of the emissions data used in the DEHM-REGINA model. And finally an overview of the
EMEP measuring network, which the simulated data of the 1990’s is validated against, is
presented.

3.2.1 Model domain

Horizontally the mother domain of the DEHM-REGINA model covers the majority of the
northern hemisphere with a resolution of 150 km x 150 km (see figure 3.2). The mother
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Figure 3.1: The DEHM model system (courtesy of Dr. J.H. Christensen, NERI).
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For details about the derivation of the equation and the transformation into σ-coordinates see
chapter 4 in Frohn [2004] or alternatively chapter 2.4 in Brandt [1998]. The first three terms
of the right-hand-side of the equation describes the advection, the next three terms expresses
the diffusion, which are derived from Reynolds decomposition [Holton, 1992],[Seinfeld and
Pandis, 1998] and K-theory of first order [Seinfeld and Pandis, 1998]. The last three terms on
the right hand side of equation 3.1 originates from the addition of production and loss terms.
The production terms includes chemical production in the atmosphere and emissions. The
loss term consist of removal due to chemistry, scavenging (uptake of chemical components in
water droplets) and subsequent wet deposition [Frohn, 2004]. These five contributions from
the loss and production terms are included in the three last terms in equation 3.1. Ei describes
the emissions of the ith chemical component, Λici is the wet scavenging of the component i
and finally Qi represent the chemical production and loss of the different components.

Equation 3.1 describes in principle the concentration ci at all scales included in the DEHM-
REGINA model. However, it is not possible to calculate an exact solution to this continuity
equation. Therefore numerical discretization, integration and physical parameterizations are
needed. Since dispersion is a sub-grid-scale phenomena, it is necessary to parameterize disper-
sion, e.g. by using K-theory of first order (for further details see Frohn [2004] and Christensen
[1997]).

Also the process of dry deposition is a quantity, which needs parameterizations, since there
is no exact theory describing this physical process. The dry deposition module used in this
version of the DEHM-REGINA model is based on the resistance method and is similar to the
dry deposition module of the EMEP model (for details and documentation see Simpson et al.
[2003]). Dry deposition is applied as a lower boundary condition to the vertical dispersion
when solved in the model.

Wet deposition is yet a physical process, which cannot be described precisely and therefore
needs to be parameterized. In the DEHM-REGINA model the wet deposition is parameterized
by a scavenging ratio formulation, where the scavenging is divided into two contributions.
The first contribution is the in-cloud scavenging, which represents the uptake in droplets
inside a cloud. The second contribution originates from precipitation events and is uptake
in droplets below the cloud base. The wet deposition is of cause very dependent on the
precipitation frequency and amount. These parameters are not calculated directly in the
DEHM-REGINA model, instead the used values for precipitation are taken directly from the
chosen meteorological input model; MM5, ETA or ECHAM-OPYC3 (cf. figure 3.1). Details
about the specific parameterization of the in-cloud and below-cloud scavenging can be found
in Christensen [1995] and Frohn [2004]. The DEHM-REGINA model also includes information
on different land use categories.
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3.2.3 Chemistry

The chemical scheme of the DEHM-REGINA model is an explicit scheme and it is based on
the scheme of the EMEP model [Frohn, 2004], [Brandt et al., 2005]. The DEHM-REGINA
chemical scheme includes the chemistry of 63 different chemical compounds. These 63 chem-
ical species participates in a great number of chemical processes, however it is not possible to
include them all. The present DEHM-REGINA model version includes 120 important chem-
ical reactions [Frohn, 2004], [Brandt et al., 2005]. The model includes e.g SOx, NOx, O3,
CO, NHx, many V OC’s and primary and secondary particles (PM2.5, PM10, SeaSalt, SO4,
NO3, NH4) [Brandt et al., 2005]. For a full list of all the chemical species see p.41 in Frohn
[2004] and for details about the chemical reactions and the reaction rates see table 5.2-5.10 in
Frohn [2004] (After the work of Frohn [2004] has finished, 5 additionally chemical species has
been added to the DEHM-REGINA model, these species are; PM2.5, PM10, TSP , Seasalt
and Smoke).

3.2.4 Numerical methods

The governing equation of the chemical transport model is the continuity equation (cf. equa-
tion 3.1). In order to solve this equation numerical methods are needed. Since the model here
includes both advection processes in the atmosphere and chemical reactions, the time scale
for the different processes included in the model are highly variable. This problem is solved
by dividing the model into five submodels in order to separate the very different time scales
and to solve the submodels using different numerical methods. The five submodels are listed
below (cf. table 3.1). The splitting procedure used in the present model is a non-symmetric
splitting procedure based on the ideas of McRae et al. [1984] [Frohn, 2004].

Now for each time step in the total DEHM-REGINA model five subsequent procedures are
carried out. These five procedures are the solving of the respective equation in each submodel
in the same order as they are listed in table 3.1 (for further details see Frohn et al. [2002b]
and Frohn [2004]). This procedure optimizes the accuracy and stability of the whole model.
The demands to accuracy and stability of the numerical methods used to solve the different
submodels varies! This splitting of the model into submodels enables the possibility of using
different numerical temporal and spatial algorithms for solving the different terms of continu-
ity equation 3.1 and furthermore sub-time-steps can be introduced in the chemistry submodel
in order to cope with the large variability in time scales.

In the two right columns of table 3.1 the methods chosen for the numerical spatial dis-
cretization and the temporal integration used for the individual submodels are listed. When
choosing a numerical scheme one has to compromise between high accuracy and reasonably
low computing time. The accuracy of the physical parametrization determines the need for
accuracy of the numerical scheme. If a physical process is very simple parameterized, some
computing time can be saved by choosing a low accuracy numerical schemes. On the other
hand physical properties, which has been very accurate described, needs to be solved with
a high accuracy scheme [Frohn, 2004]. This is the case for the horizontal advection, where
the modified version of the Accurate Space Derivatives (ASD) scheme has been used [Frohn
et al., 2002b]. The advection of a chemical compound has a large impact on the resulting
calculated concentration. Therefore it becomes very important in a chemical transport model
like the DEHM-REGINA model to describe the process of advection very accurate [Frohn,
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2004], [Peters et al., 1995].

Higher order schemes like the ASD scheme has the disadvantages of introducing high frequency
computational noise and oscillations. In order to reduce this noise and oscillations a Forester
filter have been used [Forester, 1977]. In order to avoid negative concentrations a Bartnicki
filter is used [Bartnicki, 1989]. For further details about the filtering procedure of the DEHM-
REGINA model see Frohn et al. [2002b] and Frohn [2004].

As can be seen from table 3.1 the vertical advection and the dispersion is discretized using the
finite element scheme [Pepper et al., 1979], [Frohn et al., 2002b] and [Christensen, 1995]. The
finite element scheme has an lower accuracy than the ASD scheme, but saves computing time
and is acceptable with respect to the accuracy concerning these parameters [Frohn, 2004].

To solve the horizontal and vertical advection in time the Taylor serie exspansion method has
been used [Frohn et al., 2002b], [Frohn, 2004]. The length of the time step is controlled by
the Courant-Friedrich-Levy (CFL) stability criterion. Dispersion is solved numerical in time
using the Crank-Nicolson method [Geels et al., 2004].

Submodel 5 consists of the chemistry, emissions and wet deposition. In this submodel, for
each full model time step (defined by the advection) the changes in mixing ratios is calculated
due to chemical reactions [Frohn, 2004]. However the time step in the chemistry submodel
is subdivided into smaller sub-time steps in order resolve the chemistry better. The mixing
ratio fields is extracted, whenever the time spent in submodel 5 (chemistry submodel) equals
the advection time step [Frohn, 2004]. To solve the equations numerical with respect to time
two different methods has been used in this submodel. For the first two time steps the Euler
Backward Iterative (EBI) method [Hertel et al., 1993] has been used. The following time steps
has been solved using the two-step method [Verwer et al., 1996]. Two time resolving methods
has been employed, since the latter is far more accurate, however this methods requires two
initial fields in order to get started [Frohn, 2004].

The present and earlier versions of the performance of DEHM-REGINA model has been widely
tested [Christensen, 1993], [Christensen, 1995], [Christensen, 1997], [Frohn et al., 2002a],
[Frohn et al., 2002b], [Frohn et al., 2003], [Frohn, 2004], [Brandt et al., 2001a], [Brandt et al.,
2001b] and [Geels et al., 2004]. The DEHM-REGINA model has participated in several model
inter-comparison projects which results can be seen in van Loon et al. [2004] and van Loon
et al. [2006]

3.2.5 Emission data

The anthropogenic emissions used in the present version of the DEHM-REGINA model consist
of a combined set of data. The emission of the primary pollutants consist of data from the
Global Inventory Activity (GEIA) [Graedel et al., 1993], the Emission Database for Global
Atmospheric Research (EDGAR) [Olivier et al., 1996] and finally data from the European
Monitoring Evaluation Programme (EMEP) [Vestreng, 2001] for Europe. The emissions are
released in the model similar to the emission release in the EMEP-model [Simpson et al.,
2003]. The emission data is divided into 10 different emission types (se table 4.2 in Simpson
et al. [2003]), which vertically is released in different specified levels of the model. Temporally
the emission are differentiated according to estimated factors. For further details see Simpson
et al. [2003].
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3.2.6 EMEP measuring network

In order to validate the model performance with ECHAM4-OPYC3 meteorology, comparisons
has been made with earlier simulations using MM5 meteorology and with observations (cf.
chapter 5). The observations used for this validation originates from the EMEP measuring
network. The EMEP measurement programme includes a large number of chemical compo-
nents [Hjellbrekke, 2000]. The location of the specific measuring sites are shown in figure 3.3.
Not all measuring sites are measuring all the validated chemical components all the time,
for details about the measurement period and frequency of the individual components see
Hjellbrekke [2000].
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Figure 3.3: The EMEP measurement network 2001 [www.emep.int]



4 Experimental design

The model set up is rather straight forward. The ECHAM4-OPYC3 provides a number
of meteorological parameters (see table 4.1) and these are used as input meteorology to
the DEHM-REGINA model, which is described in section 3.2. However there are several
changes, which have to be made before the data from ECHAM4-OPYC3 climate model can
be implemented as meteorological data in the DEHM-REGINA model. First of all the climate
data have a much lower spatial and temporal resolution than the chemical long-range transport
model. This means that interpolations have to be made in order to use the ECHAM4-OPYC3
data as meteorological input to the DEHM-REGINA model.

4.1 Meteorological parameters and modifications

Since the climate simulation of the ECHAM4-OPYC3 model already were carried out, when
the work of this master thesis began, there wasn’t any choice of which output parameters
should be saved from the climate simulation. The parameters, which were saved, when the
climate simulation was carried out and therefore were available for this experiment is listed
in table 4.1.

Compared to what is usually done, when the DEHM-REGINA model is run with meteorology
from a weather prediction model (e.g. MM5), the only missing parameter was the turbulent
kinetic energy TKE. In the present version of the model the turbulent kinetic energy is used
to calculate the mixing height. Since TKE is missing from the ECHAM4-OPYC3 data set
another parametrization of the mixing height has been used. This calculation of the mixing
height is based on a simple energy balance equation for the internal boundary layer (for further
details see Christensen [1997]). The mixing height parametrization has been used before in
earlier versions of the DEHM-REGINA model [Christensen, 1997] and it is documented to
perform quite well [Brandt, 1998].

Also the vertical velocity are calculated in DEHM-REGINA model instead of interpolate it
from the ECHAM4-OPYC3 layers. The vertical velocity is derived from the u and v velocities,
using the continuity equation. By this method mass-conservation is ensured, which is very
important in a chemistry model like DEHM-REGINA.

4.2 Temporal and spatial interpolations

The ECHAM4-OPYC3 provides data every six hour with a horizontal resolution of approxi-
mately 300 km x 300 km (2.8◦ x 2.8◦). Vertically the ECHAM4-OPYC3 model version consists
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3D 2D
Geopotential height Surface pressure P0

Temperature T Snow depth
Wind speed u Stratiform and convective precipitation
wind speed v Sensibel and latent heat flux

Relative Humidity RH MSLP
Cloud water

Surface geopotential (orogragraphy)
Friction velocity u∗

10 meter wind u10 and v10

2 meter temperature
2 meter dew point temperature

Surface temperature
Albedo
Sea ice

Table 4.1: ECHAM4-OPYC3 parameters provided as meteorology input for the DEHM-REGINA
model.

of 19 irregular located layers extending from surface to the 10 hPa level. DEHM-REGINA
on the other hand includes 20 irregular distributed layers. The upper layer is located at
the 100 hPa pressure level. DEHM-REGINA has a much higher vertical resolution than the
ECHAM4-OPYC3 model near the surface.

The differences in both temporal and spatial resolution results in the necessity of interpola-
tion in time and space. The temporal resolution of the meteorological data is interpolated
to temporal resolution of the advection term and the horizontal resolution gets interpolated
to suite the DEHM-REGINA grid resolution of 150 km x 150 km. Also vertically a interpo-
lation is carried out (except σ̇ which are derived through the continuity equation) in order
to construct a higher resolution of the ECHAM4-OPYC3 data, which the DEHM-REGINA
model needs in the boundary layer.

Of cause these interpolations introduces some errors, however these errors are considered ac-
ceptable compared to other uncertainties in the model. Since much chemistry and depositions
is going on in the boundary layer and the resolution of the climate data is poor compared to
normal weather prediction data, especially the lack of vertical resolution in the lowest layers
is expected to introduce uncertainties.

Interpolation of the 360 day long ECHAM4-OPYC3 year

A year in the ECHAM4-OPYC3 model is only 360 days long. ECHAM4-OPYC3 still contains
the yearly variability in solar radiation, but the earth is travelling a little bit faster around
the sun than in reality. In order to compare the data from the ECHAM4-OPYC3-DEHM-
REGINA simulation with MM5-DEHM-REGINA simulation and with observations in the
validation, interpolations has been made.

According to PRUDENCE project [www.prudence.dmi.dk], which also is based on ECHAM4-
OPYC3 data, the most appropriate way of extending the ECHAM4-OPYC3 year to actual
time is carried out by the following method;
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* addition of an extra day in May, July, August, October and December.
* addition of an extra day in February in leap years.

These new extra days should be inserted between day 15 and day 16.

In this model setup an average value of the already existing day 15 and 16 has been added
between day 15 and 16 in all the 31-day long months. In the leap years an average value
for day 29+30 in February has been calculated and introduced as day 29. For the rest of
the years an average value of February day 28+29+30 has been calculated and introduced
as February day 28. This procedure is carried out in order to get a continuous and realistic
data set. Since the final analysis is based upon at least annual averaged data, this correcting
procedure are not expected to matter much in the final results! However it is necessary in
order to compare the different simulations with measurements.



5 Validation of the experimental
method for the period 1990-1999

In this chapter a DEHM-REGINA model simulation based on ECHAM4-OPYC3 meteorology
is compared to a simulation based on MM5 meteorology and to observations. Both simulations
are performed with the same variable emissions (1990-1999), which means that the differences
reflected in the model output from the two simulations, solely are due to the differences in
the input meteorology. Since the output from a climate model does not reflect the real
meteorology, this validation is necessary in order to test, if it is possible at all to use data
from a ”free run” climate model as meteorological input data to the DEHM-REGINA model.

In order to validate data from the simulations carried out in this thesis, several statistical
parameters has been calculated and some statistical tests have been performed. The validation
period is 1990-1999 and two DEHM-REGINA simulations with different meteorology and
variable emissions has been carried out (cf. the green area in table 5.1). After the performance
of the model has been validated, it is interesting to test if there are any changes in mean values
predicted for the same area (Europe, EMEP sites) between the three decades 1990-1999, 2040-
2049 and 2090-2099 with ECHAM4-OPYC3 meteorology and constant emissions (in table 5.1
marked with red).

In the following section (5.1) some general theory on the statistical methods used in this the-
sis is summarized. Section 5.2 presents the validation results of the measured and predicted
selected chemical species. This selection of species is dependent on the available observed
data, since the model results in this analysis is compared with measurements. In the next
step in the analysis a t-test is performed to test if the model run on climate data contains
any biases. Specie for specie it is tested if there are any significant differences between

Emissions constant variable variable
Model ECHAM4-OPYC3 ECHAM4-OPYC3 MM5
1990’s X X X
2040’s X
2090’s X

Table 5.1: For this experiment 5 model simulations of the chemical transport model DEHM-REGINA
with different emission scenarios and different input meteorology has been carried out. For
the validation of the model setup, two simulations with variable emissions has been carried
out (marked with green) and for the prediction of the impact of climate change on air
pollution levels and distributions three simulations has been carried out (marked with
red)
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the the two simulations (DEHM-REGINA with MM5 meteorology vs DEHM-REGINA with
ECHAM4-OPYC3 meteorology, preserved emissions). From this test, any possible biases
in the DEHM-REGINA ECHAM4-OPYC3 simulation should be located, since the perfor-
mance of the DEHM-REGINA MM5 simulation already is known from earlier studies DEHM-
REGINA model (see Christensen [1997], Frohn [2004], Brandt et al. [2005], Geels et al. [2004],
van Loon et al. [2004], and van Loon et al. [2006]). Finally the last section (5.6) of this chap-
ter contains an analysis of the predicted results for the two future decades 2040’s and 2090’s
at the locations of the measurement stations. This last step is solely carried out to connect
the validation, which is based on the results at some specific sites in Europe (EMEP mea-
suring sites), to the next chapter, where the prediction at the total northern hemisphere is
investigated (cf. 6).

5.1 Statistical methodology

The comparison of data has been performed by inspection of measures for the averages and
the variability of the data. The statistical parameters calculated here are the mean (P ) and
the fractional bias (FB), which represents the average values, the correlation coefficient (r̂),
which represents the variability in the data series [Brandt, 1998] and finally the normalized
mean square error (NMSE), which represent both the averages and variability of the data.

5.1.1 Statistical formulas

If P is the predicted value, the mean is defined by

P =
1
N

N∑
i=1

Pi (5.1)

where N is the total number of predicted values in each data series Taylor [1997].

The fractional bias is defined as in Brandt [1998]

FB = 2
P − O

P + O
(5.2)

In equation (5.2) P refers to the predicted value (of the DEHM-REGINA ECHAM4-OPYC3
simulation and the DEHM-REGINA MM5 simulation) and O refers to the observed value.

As mentioned above, the correlation coefficient (r̂) and the normalized mean square error
(NMSE) are calculated to give an estimate of how well the model simulates the variability
of the data compared to measurements.

The correlation coefficient is given as the covariance between the two series of deviation from
their respective means, divided by their respective standard deviations [Brandt, 1998]

r̂ =
∑N

i=1(Oi − O)(Pi − P )√∑N
i=1(Oi − O)2

∑N
i=1(Pi − P )2

(5.3)
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Sig. level % 50 20 10 5 2 1 0.2 0.1
Fractile 0.75 0.90 0.95 0.975 0.99 0.995 0.999 0.9995
18 d.f. 0.688 1.330 1.737 2.101 2.552 2.878 3.610 3.922

Table 5.2: Extracts from the t-distribution table from Malmberg [1985]. Selected fractile values and
significants levels for 18 degrees of freedom are printed.

The normalized mean square error gives a measure of the overall deviation between the
observed and the predicted values [Brandt, 1998].

NMSE =
1

N · O · P
N∑

i=1

(Pi − Oi)2 (5.4)

5.1.2 Two-tailed t-test

In order to conclude whether two model simulations are significantly different from one an-
other the t-test for change in mean values has been performed Spiegel [1992]. If P1 denotes
the mean of one data series and P2 denotes the mean of another data series the hypothesis
H0 has to be tested

H0 : P1 = P2 (5.5)

If the hypothesis can be rejected, one can conclude that the mean values of the two time
series are not equal, which in this case means that there is a change in the mean values. To
test the hypothesis H0 the t-statistic (t) is calculated the following way;

t =
P1 − P2

σ
√

1
N1

+ 1
N2

where σ =

√
N1s2

1 + N2s2
2

N1 + N2 − 2
(5.6)

Here N1 and N2 denotes the number of degrees of freedom of the two data sets and s1 and
s2 denotes the standard deviations given by ?

s =

√√√√ 1
N

N∑
i=1

(xi − x)2 where x =
1
N

N∑
i=1

xi (5.7)

Whether the hypothesis can be rejected or not, can now be looked up in a t-distribution table
see table (5.2)

For example, if we have two data sets, each consisting of 10 samples, the number of degrees of
freedom is (N1 +N2−2) = (10+10−2) = 18. The hypothesis H0 can then be rejected within
a significant level of e.g. 10% (t0.95), if the t-value lies outside the range -1.737 to +1.737.
Rejecting the hypothesis H0 then means, that there is a significant difference between the
mean of the two data series. This again means, that we can be 90% confident, that the two
data sets are significantly different.
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The number of degrees of freedom is defined as (N1 + N2 − 2) because it is the number
of independent observations (the length of the time series) minus the number of statistical
parameters, which is being estimated from these observations [Brandt, 1994]. That means,
when comparing the results of the ECHAM4-OPYC3 simulation with the results of the MM5
simulation for the control period 1990-1999, there are 10 years or so-called observations in each
simulation and two statistical parameters (e.g. the mean value of each of the two observation
sets), which lead to the definition; # degrees of freedom = (N1 +N2−2), which is used above.

As the header of this subsection indicates, the t-test here is two-tailed. This simply means,
that when the hypothesis H0 is rejected, two alternative hypothesis’s can be accepted. In the
case of the test of mean value, the following two acceptance hypothesis’s are a) the difference
in mean value of the two data set are significantly positive or b) the difference in mean value of
the two data set is significantly negative. The fact that there are two alternative hypothesis’s
to accept, makes the t-test two-tailed.

5.1.3 Ranking

Ranking is a good evaluation method of model performances, when different model simulations
have been carried out. The method was e.g. used in the ETEX ATMES-II model exercise
performance comparison (see e.g. Mosca et al. [1997]). In the validation process it is most
convenient to compare the two simulations of the control period (1990-1999) with variable
emissions, because these results then can be compared to real measurements. This comparison
enables the evaluation of the ECHAM4-OPYC3 DEHM-REGINA setup vs real observations
and relative to another model setup (MM5 DEHM-REGINA) which already is documented
to perform well [Christensen, 1993], [Christensen, 1995], [Christensen, 1997], [Frohn et al.,
2002a], [Frohn et al., 2002b], [Frohn et al., 2003], [Frohn, 2004], [Brandt et al., 2001b] and
[Geels et al., 2004].

First the correlation coefficient, the fractional bias and the normalized mean square error
have been calculated for the precipitation, as well as the wet depositions and concentrations
of several chemical species.

In consistency with the ranking method used by Brandt [1998], for each model characteristics
and for each statistical parameter, a local ranking has been performed. This means, that the
best performing parameter of two simulations has been given the value 1 and the second best
the value 2. In the case of two equal performing parameters, both have been given the value
1. Each statistical parameter of each characteristics (from now on called statistical index)
has been given the same weight in this analysis.

After the local ranking of each statistical index, a global ranking has been calculated as the
sum of the local rank. In this way, the result with the smallest global rank indicates the best
performing model in terms of model results compared to measurements [Brandt, 1998].

5.2 Validation results for the control period 1990-1999

In this section the modelled and measured concentrations and wet depositions of several
chemical species are plotted and analyzed. The choice of chemical species is determined by
the avaiable data from the EMEP measuring network (cf. section 3.2.6).
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The EMEP measuring network provides diurnal mean or accumulated observational data of
the following chemical species: NH3, NH4, sum of NH (=NH3 + NH4), HNO3, NO3, sum
of NO3 (=HNO3 + NO3), NO2, O3, SO2, SO4 and finally the diurnal max. and hourly
O3. Furthermore the precipitation as well as the wet deposition of NH4, NO3 and SO4 are
available. Evaluation of the simulations carried out in this thesis is performed as an analysis
of these particular species, since the observational data were present.

The analysis are carried out specie by specie since the model performance is different for the
different chemical species. This is due to the fact that some species are subject to long-range
transport while others are short-lived and deposit locally. This is also the reason why the
meteorology becomes very important for some chemical species and less important for others,
which is seen in the analysis results below.

The validation analysis is based on monthly mean values of simulated and measured data.
The data have therefore been re-sampled from the daily values, since it does not make sense
to validate a climate model result on a daily basis. On the other hand, it is expected that the
climate model is able to simulate the seasonal variations, and therefore the analysis is based on
monthly mean values. Furthermore the data have been averaged over space meaning that for
every day a mean value has been made over all the measurement sites (both for measurements
as well as for model results). The daily time series have afterward been averaged to monthly
mean values.

5.2.1 Analysis of ammonia and ammonium

Figure 5.1 and 5.2 show the validation of the model results based on the MM5 and ECHAM4-
OPYC3 meteorology, respectively. The figures include the results for ammonia and ammo-
nium.

The calculated ammonia (NH3) concentration (cf. figure 5.1 and figure 5.2) is on average
much smaller than the measured. In this connection it is important to note, that there in
most cases only are 4 or less measuring stations to compare with, which should be kept in
mind, when the results are interpreted.

The deposition of NH3 is dependent on the amount of acid present in the atmosphere, however
it deposit relatively fast. When ammonia is emitted from a source the concentrations in the
air near the source will be large (e.g. near a pig farm). If the measurement sites does not
represent the background value of ammonia, it is expected to get far too low values in the
calculated results. First of all we are comparing with the EMEP stations which not necessarily
represents background level of NH3 and secondly the resolution of the hemispheric DEHM-
REGINA model is quite low for simulations of short lived species, which will tend to an
underestimation of the concentrations. A higher model resolution will probably give a better
result, partly because of the more accurate representation of the emission sources [Frohn,
2004]. The very low concentration values are as expected also seen in both the MM5 and the
ECHAM4-OPYC3 simulation. In the case of the prediction of NH3 levels and distribution
the two model-setups are performing similarly.

The calculated concentrations level of NH4 is very close to the measured values both in the
case of the MM5 and the ECHAM4-OPYC3 simulation, but the correlation is very low in the
ECHAM4-OPYC3 simulation. This is an indication of the weather from ECHAM4-OPYC3
possess the same statistical characteristics as the real weather, however lacks in timing of
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the individual meteorological events. In contrast the MM5 weather is a closer simulation of
the actual weather. In the results of both the ECHAM4-OPYC3 and the MM5 simulation a
significant decrease in the NH4 concentration over the 10 year period is seen. This is due to
the decrease of acid in the air during the 1990’s. Both ammonia and sulphur acid is part of the
chemical reaction scheme when ammonium is produced. Therefore the decreasing emissions
of sulphate during the 1990’s results in a decrease in the NH4 concentration.

Inspecting figure 5.1 and figure 5.2 reveals that the mean level for the sum of NH from
both the MM5 and the ECHAM4-OPYC3 simulation is a little too low compared to the
measurements. This difference must be a result of the far too low estimated mean values of
NH3. For the results based on the MM5 meteorology the correlation coefficient is acceptable,
whereas in the results based on ECHAM4-OPYC3 meteorology correlation is below 0.5.

The mean levels of the wet deposition of NH4 is comparing acceptable well to the mea-
sured values. A clear seasonal variation is also seen in the results of both the MM5 and the
ECHAM4-OPYC3 model setup. In the results of the ECHAM4-OPYC3 setup, it seems like
the estimated wet deposition in the summer generally is too low. On the other hand the
summer levels of the wet deposition in the results of the MM5 model setup is far too high.
Since these two inconsistencies is pointing in opposite direction in the two simulations, the
feature must originate from the weather of the two simulations (the meteorology is the only
thing that differs in the two simulations). The wet deposition is of course very dependent of
the amount, frequency, timing and type of precipitation and therefore it would be logical to
conclude here, that the precipitation in ECHAM4-OPYC3 is significantly different than the
precipitation in MM5, however both simulations fails to estimate the precipitation correctly
in the summer.

In the lowest panel in figure 5.1 and 5.2 the precipitation is shown. The ECHAM4-OPYC3
simulation definitely fails to simulate the measured variation in precipitation, but it does
have a seasonal variation and the mean levels fit very well. The failure in correlation is not
surprisingly since the ECHAM4-OPYC3 weather is solely climatic and therefore it cannot
be expected to simulate the timing of the real weather. Analyzing the results based on
MM5 meteorology, the mean level is actually worse represented by the MM5 model than by
ECHAM4-OPYC3. On the other hand the correlation of the results of the MM5 model setup
compared to measurements is high, which was expected since MM5 is a day-to-day weather
forecast model in contrast to ECHAM4-OPYC3, which is a climate model.

The precipitation level of the ECHAM4-OPYC3 model setup is very similar to the precipita-
tion measurements of the EMEP stations both in the summer and the winter. This indicates,
that it is precipitation timing and/or frequency and/or type, which differs from the observa-
tions with respect to the discussion about wet deposition above. When performing an analysis
including a comparisons of results at a limited number of measurement stations, there is also
a risk, that these stations do not represent the average observed weather and chemistry over
Europe. Furthermore, the individual measurements only represent a point, whereas the pre-
dicted values from the two simulation are representing areas (grid cells). This will inherently
introduce some uncertainties in the analysis carried out here.
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5.2.2 Analysis of the nitric acid and nitrate

In the first panel of figure 5.3 and figure 5.4 the concentration of nitric acid HNO3 is plotted.
Generally both the results obtained from the MM5 and the ECHAM4-OPYC3 simulation
reproduces the average level quite good. Actually, with respect to the fractional bias, the
ECHAM4-OPYC3 setup is the best performing model compared to measurements. However,
this might be a coincidence. First all there is an outlier in the observations (cf. in the end
of year 1991) which inherently will shift the mean value of the observations and secondly the
difference in mean value between the MM5 and ECHAM4-OPYC3 simulations is rather small.
Both model results are very low correlated with the observations, which is not surprising since
nitric acid is a very short-lived specie.

The second panel of figure 5.3 and figure 5.4 shows the concentration of nitrate. Again both
simulations estimate the mean levels right. However, the climate model has a tendency of
under-estimating, especially when high concentration events occur. In contrast to the results
of ECHAM4-OPYC3 based simulation, the results of the MM5 based simulation correlates
acceptably well with the observed data.

The sum nitric acid and nitrate is shown in panel three of the two figures (figure 5.3 and
figure 5.4). Here none of the predicted model results performs well with respect to correlation.
Earlier studies has indicated that the DEHM-REGINA model fails to simulate the seasonality
of the sum NO3, probably due to lack of seasonality in the emission data [Frohn, 2004]. The
low correlation coefficient confirms what was found in the first panels. The mean level is quite
good for the ECHAM4-OPYC3 setup with a fractional bias on only -0.0447 compared two
the MM5 setup which has a FB of 0.158.

In the two lowest panels the wet deposition of nitrate and the precipitation is shown. The
wet deposition of any specie is of course very closely connected to the precipitation amount,
frequency, timing and type as mentioned before. However in the plot here only the precipita-
tion amount can be analyzed. The connection between the wet deposition and precipitation is
visible in the results found here. The mean level of the precipitations is predicted very well by
the ECHAM4-OPYC3 setup. In contrast the correlation is very low as could be expected from
a climate model. These features are reflected in the wet deposition of nitrate, which posses
the same statistical features as the precipitation (low correlation, well predicted mean level).
Surprisingly the MM5 model setup have low performance with respect to mean value when
predicting the precipitation level. This low performance is reflected in the wet deposition
of nitrate where the mean wet deposition differs even more from the observed (FB=0.507).
The correlation of the precipitation is quite high and this feature is rediscovered in the wet
deposition.

5.2.3 Analysis of nitrogen dioxide, ozone, sulphur and sulphate

An analysis of the concentration of NO2 is shown in the first panel of figure 5.5 and figure 5.6.
For both the MM5 and the ECHAM4-OPYC3 setup, the picture is clear: The predicted data
underestimates the observed value. This feature is probably due to the relative low resolution
of the DEHM-REGINA model. There are large differences in measured NO2 concentrations
between urban and rural areas. The concentration of NO2 is much higher in urban area, where
the specie primary is emitted. With a resolution of 150 km x 150 km, the DEHM-REGINA
model is not expected to resolve the urban areas very well. The model prediction will simply
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smooth the high emissions close to urban area over a large area and therefore the resulting
model prediction is underestimating the concentration of nitrogen dioxide. The results of
Frohn [2004] support this finding. In Frohn [2004] an earlier version of the DEHM-REGINA
model is simulated with two nests included and here it is found that the underestimation of
the NO2 in the model decreases with increasing resolution.

The correlation coefficient is high with respect to the prediction of the concentration of ni-
trogen dioxide for both model setups (MM5 and ECHAM4-OPYC3), however highest in the
case of the MM5 setup.

In the second panel of figure 5.5 and figure 5.6, the concentration of ozone is predicted. Here
it should be mentioned, that the missing data in 1991 and 1992 is due to an error in the
observation set used for this analysis, however the missing data is not expected to change the
results of this analysis.

In the case of the ECHAM4-OPYC3 model setup, the prediction of mean and variability in the
ozone concentration is very good. Also the correlation is very high in the MM5 setup, however
here the fractional bias is a little bit larger, than in the case of ECHAM4-OPYC3 setup. There
is a tendency of the DEHM-REGINA model to overestimate the high concentration episodes
during the spring. This feature is present in both model setups and therefore likely to be
independent of the meteorology input.

The concentration of sulphur is shown in the center panel of figure 5.5 and figure 5.6. The
ECHAM4-OPYC3 model setup succeed to predict the mean level very well, whereas the
results of the MM5 based simulation shows a tendency to over-predict the mean concentration
of sulphur. On the other hand only the MM5 model setup predicts the correlation successfully.
In both figures the decreasing emission of sulphur during the 1990’s can be observed.

Sulphate is displayed in the fourth panel of figure 5.5 and figure 5.6. The results here are
very similar to what was found for sulphur. The results of the MM5 based simulation has
a tendency of overestimating the mean level, however the data correlates very well with the
observations. In contrast the ECHAM4-OPYC3 setup have the mean level right, however
the predicted data do not correlate with the observations. Since sulphur and sulphate is very
close connected through chemical conversion (sulphur → sulphate), it is not surprising to
re-discover the tendency of overprediction of the MM5 setup in the sulphate concentrations.
Also the general decrease during the 1990’s, which again originates in the reduced sulphur
emission in the respective period, which are visible in sulphate.

Finally, the lowest panel of figure 5.5 and figure 5.6 displays the wet deposition of sulphate.
Here both model setups overpredicts the mean level of wet deposition of sulphate. The MM5
model setup correlates acceptably well with the measurements in contrast to the climatic
weather simulation (ECHAM4-OPYC3) which do not show any correlation with observed
data. It could be expected that the tendency of both the model setups to over-predict the
wet deposition of sulphate originates in the prediction of the precipitation, since the same
tendency not generally is present in the concentration plots of sulphate. However inspecting
the precipitation plots (lowest panel of figure 5.3 and figure 5.4, reveals that precipitation
level is not over-predicted in the two simulations. It is rather the opposite! The precipitation
plot shows only the amount of precipitation. The timing relative to concentration levels, the
frequency of precipitation events and finally the type of precipitation, also have large influence
on the size of wet depositions.
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5.3 Ranking results

The purpose of this analysis is to document the performance of the model setup DEHM-
REGINA ECHAM4-OPYC3. In this connection a ranking method similar to the method
used in the ETEX experiment [Mosca et al., 1997] is used to validate the performance of the
climate (ECHAM4-OPYC3) DEHM-REGINA setup vs the usual weather forecast (MM5)
DEHM-REGINA setup. The method of ranking is described in section 5.1.3.

In table 5.3 the ranking results of the MM5 setup versus the ECHAM4-OPYC3 setup for the
year 1990 is shown. The ranking has been performed on the correlation coefficient (Corr.), the
fractional bias (FB) and the normalized mean square error (NMSE) of each of the chemical
species (from the EMEP network). Each statistical index has been given the value one for
best performance and the value two for second best performance and all these local ranks
are summarized to a total rank for each statistical parameter of each simulation. Now the
global rank is calculated as the sum of all total ranks for each simulation. The global rank is
marked with red in the bottom of table. If the global ranks of the two model simualtions are
similar, it can be concluded that the two simulations have received a similar amount of one’s
and two’s and therefore have similar performance with respect to the individua statistical
parameters. In general, a lower global rank means a better performance. The MM5 model
setup ”wins” with 61 points, however it is marginal which determines the outcome since the
ECHAM4-OPYC3 setup is nearly just as good with a global rank for year 1990 of 65.

This ranking analysis is now continued by doing a individual ranking for each year in the ten
year validation period. In table 5.4, the total global results are shown. In the lowest line of the
table, the total rank for a ten year period for every statistical parameter for both simulations
is shown. ECHAM4-OPYC3 is the ”winner” with respect to the ranking of the fractional bias
and the normalized mean square error, however the MM5 model setup ”wins” with respect
to the correlation with only 40 points less than the ECHAM4-OPYC3 simulation.

Summing up all the results from all the years, for all the species and for all the statistics,
it end up in a total global rank of 594 for the simulation based on MM5 meteorology and
598 for the simulation based on ECHAM4-OPYC3 meteorology. The message here is clear:
The overall performance of the model setup with climatic weather as input to the DEHM-
REGINA model is just as good as the known and well performing MM5 DEHM-REGINA
model setup with respect to analysis of mean values over this ten-year period.

The fact that a climate model in a ten-year average predicts the weather just as correct as
a weather forecast model with respect to annual mean values and seasonal variability if the
data are used in a chemical transport model is a major finding with respect to the research
field of climate change impact on air pollution. This finding constitutes the foundation for
the further work within this thesis and within the research field in general. Furthermore
the finding confirms the second hypothesis that states: ”The Atmosphere-Ocean General
Circulation Model ECHAM4-OPYC3 is able to provide a realistic and consistent picture of
the meteorological key parameters applied in the air pollution model”

5.4 t-test results for the validation period 1990-1999

Since the climate model (ECHAM4-OPYC3) has a much lower resolution and in some cases
simpler parameterizations, a systematic error in the air pollution results originating from the
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Statistics Corr. FB NMSE Global Rank
Year/Run MM5 ECHAM MM5 ECHAM MM5 ECHAM MM5 ECHAM

1990 18 24 23 19 20 22 61 65
1991 17 16 16 17 16 17 49 50
1992 16 17 17 16 16 16 49 49
1993 18 23 23 19 21 21 62 63
1994 15 23 21 21 21 21 57 65
1995 20 21 22 20 23 19 65 60
1996 16 23 23 19 22 20 61 62
1997 20 22 24 18 23 19 67 59
1998 17 23 24 18 22 20 63 61
1999 18 23 23 19 19 22 60 64
Total 175 215 216 186 203 197 594 598

Table 5.4: The total and global ranks of the correlation coefficient (corr.), the fractional bias (FB)
and the normalized mean square error (NMSE) are displayed for the MM5 basd simulation
and the ECHAM4-OPYC3 based simulation, respectively. The validation period is 1990-
1999. The total rank is calculated for each statistical parameter and for each year and
summed up to a total global rank in the lower right corner of the table.

meteorology could be introduced. The following analysis is carried out in order to test for
any systematic biases of the results from the ECHAM4-OPYC3 based simulation relative to
the results of the MM5 based simulation.

In this section the t-test is used to test for any significant changes in the annual mean values
between the MM5 model setup and ECHAM4-OPYC3 model setup. The method of the t-test
is described in general in section 5.1.2. Also the fractional bias between the two simulations
(cf eq. 5.8) has been calculated in order to test for any systematic differences between the
two model setups. In table 5.5 the results are shown.

FB = 2
MM5 − ECHAM4/OPY C3
MM5 + ECHAM4/OPY C3

(5.8)

From table 5.5 it can be seen that there are a systematic bias between the results based on the
MM5 meteorology and the results based on ECHAM4-OPYC3 meteorology (see definition of
FB in equation 5.8). The results of the MM5 based simulation generally predicts larger con-
centrations of the individual chemical species compared to the results of the ECHAM4-OPYC3
simulation. For most of the species (all except NH3, HNO3, O3 and the wet deposition of
SO4) this bias is tested to be significant beyond a significance level of 10%. Whether the MM5
based simulation is overestimating the concentration of the individual chemical species or the
ECHAM4-OPYC3 based simulation is underestimating relative to observations, can not be
concluded from this analysis. However, from the total ranking of the fractional bias for every
year (see table 5.4), it can be seen that the ECHAM4-OPYC3 model setup performs a little
bit better (ECHAM4-OPYC3 186 points vs MM5 216 points) than the MM5 model setup
with respect to the fractional bias. This indicates that the MM5 setup is over-predicting the
concentrations. On the other hand the MM5 based simulation is much better in predicting
the variability in the data (see Corr. and NMSE results of table 5.4).

The observed systematic bias between the two simulations must originate from the difference
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Chemical specie t-value sig. level % FB
NH3 0.2588 >50 6.0
NH4 1.982 10 19.3
SUM NH 5.7111 0.1 19.6
WD. NH4 19.5549 <0.1 59.5
PREC -5.2940 0.1 -17.8
HNO3 1.2545 50 8.1
NO3 3.4774 1 24.1
SUM NO 6.4189 0.1 20.2
WD. NO3 18.54 <<0.1 64.7
NO2 6.6202 0.1 13.6
O3 0.2090 >50 4.9
SO2 2.3982 5 42.6
SO4 1.9056 10 27.8
WD. SO4 0.8254 50 10.0
O3 0.2090 >50 4.9
O3 HOUR 0.2071 >50 4.9
O3 DIUR. MAX. 0.0942 >50 22.2

Table 5.5: The DEHM-REGINA simulation with MM5 meteorology and real emissions is compared to
the DEHM-REGINA simulation with ECHAM4-OPYC3 meteorology and real emissions
with the t-test method. The t-value, the significants level in % and the fractional bias
(FB) is displayed for the 16 selected types of chemical species (determined by the EMEP
measuring network) and for the precipitation. Both the diurnal average, the hourly and
the diurnal maximum concentration of ozone are included in this analysis, though only
the diurnal average concentration has been discussed in the visual analysis in section 5.2.3
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test 1990 vs 2040 1990 vs 2090 2040 vs 2090
Chem. t-value sig. level % FB t-value sig. level % FB t-value sig. level % FB
NH3 -0.0752 >50 -1.5 -0.1427 >50 -2.8 -0.0709 >50 -1.4
NH4 0.9487 50 3.7 2.5771 2 9.1 2.0201 10 5.4
SUM NH 0.7522 50 3.5 1.7537 10 6.9 0.7745 50 3.4
WD. NH4 -2.7840 2 -6.0 -5.1878 0.1 -14.3 -3.1180 1 -8.4
PREC -0.0794 >50 -0.3 0.6912 50 2.2 0.8055 50 2.5
HNO3 3.0434 1 10.1 7.0881 0.1 24.9 4.7032 0.1 14.9
NO3 -0.5379 > 50 -2.2 -2.0048 10 -7.6 -1.4130 20 -5.4
SUM NO 0.5421 >50 2.2 1.5985 20 5.6 0.9018 50 3.4
WD. NO3 -2.5106 5 -4.2 -4.0056 0.1 -8.5 -1.9112 10 -4.3
NO2 -0.2429 >50 -0.9 -1.0566 50 -4.0 -0.8535 50 -3.1
O3 0.2759 >50 6.5 0.6543 >50 15.5 0.3807 >50 9.0
SO2 1.0361 50 3.8 2.1420 5 7.9 1.4247 20 4.1
SO4 1.1611 50 5.6 3.3354 1 14.0 2.7328 2 8.4
WD. SO4 -3.2387 1 -5.4 -7.3648 0.1 -12.2 -3.1766 1 -6.9
O3 0.2759 >50 6.5 0.6543 >50 15.5 0.3807 >50 9.0
O3 H. 0.2687 >50 6.4 0.6492 >50 15.4 0.3827 >50 9.1
O3 D.M. 0.2911 >50 6.9 0.6898 50 16.4 0.4011 >50 9.5

Table 5.6: Results from the DEHM-REGINA simulation with ECHAM4-OPYC3 meteorology and
preserved 1990 emissions for the 1990’s, 2040’s and the 2090’s, is compared using the t-test
method. The t-value, the significance level in % and the fractional bias (FB) is displayed
for the 16 selected chemical species and for the precipitation. The species marked with
yellow are significant in all three tests. The species marked with green are significant in
one or two out of three tests. Here the accepted significant level is chosen to be within
10%. The fractional bias is defined so a positive values denotes an increase and a negative
value a decrease.

in meteorology between the two model setups, since everything else is similar in the two
simulations.

5.5 t-test results for the periods 1990-1999, 2040-2049 and
2090-2099

Until now, the performance of the ECHAM4-OPYC3 model setup has been tested in the
control period 1990-1999 for the specific EMEP measuring stations. In this section the future
results are tested, but only for results at the same EMEP measuring sites of Europe. Now it
is the three future scenario simulations of the 21’st century with preserved emissions, which
are inspected (cf the simulations marked with red in table 5.1)

In table 5.6 results of the t-test is displayed. The t-test is used to test for any significant
changes between the 1990’s and 2040’s, between the 1990’s and 2090’s and finally between
the 2040’s and 2090’s. This test is performed to see, if the mean values of the concentrations
or wet depositions of the individual chemical species are changing with a changed climate
predicted by the ECHAM4-OPYC3 simulation. In table 5.6 the first three columns shows the
calculated t-value, the significant level and the fractional bias when the annual mean values of
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the species in 1990’s is tested against the annual mean values of the same species in the 2040’s.
The next three columns shows the same result but for the periods 1990’s against the 2090’s
and finally the three last columns shows the result of the period 2040’s vs 2090’s. A significant
level of within 10% has been chosen as the threshold value for statistical significance. The
cells marked with yellow are chemical species, which annual mean values are different within
a significance of 10 % and which are changing significantly in all three periods. Similarly, cells
marked with green are mean values that are changing significantly in one or two periods.

The first important conclusion which can be drawn from the results of table 5.6 is that
the changes found in the first half of the century are continuing in the second half of the
century. There are no significant changes which only happens in the beginning of the cen-
tury. The chemical species which are changed, are either changed over the total period
(increase/decrease between the 1990’s and the 2090’s) or only changed in the second half of
the century. This makes it reasonable from now on only to analyze the 1990’s against the
2090’s and assume that the comparison of these two decades represents the changes during
the whole century. Of course fluctuations in the evolution of the individual species and me-
teorological parameters are likely to have happen, however the results here indicates that the
changes between the two decades represent the total change in the century well. From now
on (in chapter 6) only the 1990’s will be evaluated against the 2090’s.

Both ammonium and the sum of NH are increasing significantly. On the contrary the wet
deposition of ammonium is decreasing significantly. The same is the case for the sulphur-
group. The concentration of sulphur and sulphate are increasing and the wet deposition of
sulphate are decreasing.

A decrease in precipitation would logically decrease the wet deposition and thereby increase
the concentrations of the corresponding species in the air. In the fifth row of the table 5.6 the
evolution of the precipitation is shown. The averaged precipitation level over the total number
of EMEP stations are not changing significantly between the two decades. This means there
are no predicted changes in the precipitation level which can explain the observed evolution
in ammonium and nitrate. But not only the precipitation amount which are shown here are
important for the wet deposition process, also the timing of a precipitation events relative to
the periods of high concentration, the frequency of the precipitation events and finally the
type of precipitation (drizzle, snow, light to heavy rain etc) are crucial with respect to the
amount of the wet deposition.

The concentration and wet deposition of nitrate is evolving differently. Here the concentration
of nitrate are decreasing at the same time as the wet deposition of the nitrate is decreasing.
However, the observed decrease in nitrate are only significant in the total period 1990’s vs
2090’s and the significance level is exactly 10% (just at the limit for significance by the
definitions of this investigation).

5.6 Summary and discussion

Relative to observations the ECHAM4-OPYC3 model setup performs excellent with respect
to the annual mean vallues of the different concentrations and wet depositions. However, the
ECHAM4-OPYC3 setup fails to predict the variability in the data. The correlation coefficient
relative to observations are very low for most of the species.
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The ECHAM4-OPYC3 setup are also able to predict a general decrease in sulphur during
the 1990’s. This is not surprising since it originates from the reduced emissions and not the
weather. However the model setup is also able to reflect the reduced emissions of sulphur in
e.g. the ammonium concentration, which is reduced due to a decrease in acid in the air.

Generally the concentration of particles and the wet depositions are predicted very well with
respect to their mean values. However the ECHAM4-OPYC3 setup have a tendency of
underestimating the nitrate concentration when high concentration events occur. Also, for
both model setups an underestimation of nitrogen dioxide is seen, probably due to the low
resolution of the model.

Ozone is predicted very well with both respect to mean value and variability. This feature
may result from a relatively low dependency of the weather relative to the dependency of
the natural and anthropogenic emissions of ozone precursors and of the seasonal changes of
global radiation and temperature.

The MM5 model setup is known to perform well (cf. Christensen [1997], Frohn [2004], Brandt
et al. [2005], Geels et al. [2004], van Loon et al. [2004], and van Loon et al. [2006]) and the
ranking carried out here shows that the performance of the ECHAM4-OPYC3 setup are very
similarly. The ECHAM4-OPYC3 performs better with respect to mean values than the MM5
setup, however it is the other way around in the case of prediction of the variability of the
data.

A bias between the two different setups has been identified, which inherently must originate
from the meteorology which is the only thing that differs between the two simulations.

The analysis of the future scenarios results in the conclusion that it is reasonable just to
include the 1990’s and the 2090’s in the further analysis.

Finally there is a tendency of increase in the secondary particles concentrations (NH4,SO4)
and a tendency of decrease in the wet deposition of the same particles. The precipitation
amount seems to remain unchanged in the investigated period. It is very important to re-
member that all these result are based on the EMEP measuring sites in Europe and there is a
risk that these stations might not represent the actual pollution or precipitation distribution
of Europe. However by assuming that these EMEP stations do represent the pollution dis-
tribution of Europe leads to the conclusion that the precipitation timing, frequency or type
have changed between the two decades in order to explain the observed changes in particle
concentration and the ancillary wet depositions.

Since the DEHM-REGINA model is a hemispherical model, it is possible to analyze the
changes between the two decades (1990’s and 2090’s) in every grid cell for the entire hemi-
sphere. This will give a more adequate picture of the projections found in this thesis. In the
following chapter, this full data set are analyzed. This means that predicted data are analyzed
in each grid cell instead of here only in specific grid cells spread randomly over Europe. Here
it should be noted that the version of the DEHM-REGINA model used in the next section is
a further developed version compared to the version used in this validation chapter. These
simulations with the new improved version of the model were carried out since all the original
simulated data were lost due to major power failure and disk crash at NERI.



6 Results and discussion

This chapter contains an evaluation of the results found in this thesis with respect to the
change in meteorology and in air pollution levels and distributions in the future. First the
ECHAM4-OPYC3 meteorology, which the DEHM-REGINA simulation is based on is sum-
marized. After that eight selected chemical species are shown and analyzed with respect to
their distribution in northern hemisphere in the decade 1990-1999 and in the future decade
2090-2099 and these results are discussed with respect to changes in physical and chemical
processes in relation to a changed climate.

The chemical long-range transport model DEHM-REGINA, keeps track of the physical and
chemical processes of 63 different species. To do a full analysis of all these chemical species is
far beyond the scope of this thesis. Therefore a limited number of species has been analyzed
and only eight of these chemical species will be displayed and discussed here. The chosen
species are sulphur SO2, sulphate SO4, ozone O3, nitrogen dioxide NO2, particles PM10,
seasalt, hydroxyl radicals OH and isoprene C5H8.

The results in this chapter are displayed similarly with one figure for each parameter. Each
of these figures contains four subplots. In the first and second subplot (a) and (b), ten-years
average values are shown. These ten-year average values are calculated from ten annual either
accumulated or averaged values, depending on the characteristics of the actual parameter. For
example the precipitation and the deposition is accumulated over each individual year before
making a ten-year average, whereas e.g. temperature is first averaged over each year and
afterwards averaged over the ten year period to give a ten-year mean value.

Subplot (a) shows an average of the parameter under study in the first decade (1990-1999) and
subplot (b) shows the same parameter in the second decade (2090-2099). Subplot (c) shows
the difference between the two decades. This difference is calculated both as an absolute
difference (cf. equation 6.1) and as a percentage difference (cf. equation 6.2). However, for
each of the parameters only one of these two differences has been selected for illustration
since they basically shows the same and it varies which of the difference plot are most visual
illustrative.

Absolute difference = 2090′s − 1990′s (6.1)

Percent =
2090′s − 1990′s

1990′s
∗ 100% (6.2)

In order to separate out insignificant low-level changes or to avoid noise where the 1990’s
mean values in equation 6.2 is close to zero, a white color is used to mark these uninteresting
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areas. Mean values below 1% of the maximum mean value in the 1990’s is colored white
in both types of the difference plot (except for the case of SO2 in figure 6.10 and isoprene
in figure 6.20, where the threshold value is set to 1‰ of the maximum mean value of the
1990’s).

Finally subplot (d) shows the statistical significance of the change of mean values between
the two decades. This significance is derived from the students t-test discussed in section
5.1.2. The legend of the plot is constructed so that all colors besides white marks the areas of
significant changes within different significance levels. Here the threshold value for significance
is chosen to be within the 0.95 fractile corresponding to the 10% significance level.

6.1 Changes in meteorology calculated by the ECHAM4-OPYC3

In this subsection, the changes in mean values in the different meteorological parameters from
the 1990’s to the 2090’s are investigated.

The mean values of the meteorological parameters are constructed from the ECHAM4-OPYC3
simulation modified to the higher resolution DEHM-REGINA grid. This modification is
simply done by linear interpolation of the ECHAM4-OPYC3 data to the DEHM-REGINA
grid projection (cf chapter 4). The mixing height and the global radiation are the only two
parameters, which has been derived from other ECHAM4-OPYC3 parameters. The mixing
height is based on simple energy balance considerations and the global radiation is calculated
from the cloud cover from the ECHAM4-OPYC3 simulation (see subsections below).

The following 9 figures (6.1-6.9) shows precipitation amount, precipitation frequency, 2 meter
temperature, mean sea level pressure, wind speed, specific humidity, mixing height, global
radiation and finally sea ice derived from the ECHAM4-OPYC3 meteorology.

6.1.1 Precipitation amount

In figure 6.1 the precipitation from the ECHAM4-OPYC3 simulation is plotted. As explained
above, subplot 6.1(a) shows the mean annual accumulated precipitation amount for the 10
year period (1990-1999). To compare with figure 6.1(b) illustrates the same mean annual
accumulated precipitation levels but for the future decade 2090-2099 and figure 6.1(c) shows
the differences between these to decades.

From figure 6.1(a)-6.1(c) it is clear that the precipitation amounts in the Arctic regions will
increase in the future according to these simulations. At the same time southern Europe and
the south-western United States will become more dry. This is important to remember when
comparing with the validation results based on the EMEP stations (cf. section 5.6). In the
analysis based on the EMEP station network, it was found that there were no significant
chances in the EMEP area. However with the results presented here it becomes clear, that
the northern increase and southern decrease in Europe in precipitation levels averages out,
when solely comparing data extracted of the locations of the EMEP measuring network. This
is an example of where the method used in section 5.6 fails to give a correct overall result,
since the stations available for the analysis are situated randomly (with respect to the interest
in this study) and the reason why the analysis carried out here is very important to do.
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Subplot 6.1(d) shows that all the overall changes in subplot 6.1(a)-6.1(c) are significant by the
definition of significance given above. The reddish colors represent the areas with significant
increase and the green colors represent significant decreases. Also here the fact mentioned
above, that the changes in the EMEP area averages out becomes clear. The area where the
most EMEP stations are located is not significant with respect to changes in precipitation
levels in the next century and the rest of the EMEP stations, which lies within the changing
areas are divided between significant increasing and decreasing areas.

It is noteworthy that the increase in the Arctic region is very significant. Over large areas
the significance level is within 0.1%, which is extremely significant. The same thing is valid
for southern Europe, Caribbean, Mexico, California and a large maritime area close to the
Hawaiian islands. However, here the significance values are negative, which means that the
precipitation amount is decreasing in these areas during the next century.

Precipitation frequency

Figure 6.2 illustrates the results for the precipitation frequency. The precipitation frequency
is defined as an on-off process. Each time a chosen precipitation threshold is exceeded the
similar 6-hour interval is given the value 1 or else the interval is given the value 0. Now
the average of these ones and zeros is taken in the respective periods and this average is
plotted. This means, that values close to one represent a high frequency of precipitation in
a given grid cell and similarly values close to zero represents areas with a low frequency of
precipitation. In the frequency plot of the precipitation a 1 mm threshold value is used to
define the precipitation frequency. This means that only precipitation values above 1 mm
in a given six-hour interval is taken into account, when it is decided, if there has been a
significant amount of precipitation in a specific grid cell. This threshold value is chosen as
the best estimate of when there is enough precipitation to wash-out a significant amount of
particles or gas from the air. The estimate is based on the results in table 6.1 and personal
conversation with J. Brandt, NERI, and J.H. Christensen, NERI, (2006).

Table 6.1 shows examples of typical scavenging rates of SO2, SO4 and HNO3 due to precip-
itation. The first column contains the number of mm rain in a given six-hour interval. The
second column illustrates the below-cloud scavenging in percent and finally the third column
shows the in-cloud scavenging in percent. This means, that if it rains for example 3 mm
within a six-hour interval, then approximately 36% of SO4 particles will be washed-out of
the unsaturated air below the cloud base and approximately 59 % of the SO4 particles will
be washed-out of the saturated air within the cloud. The same wash-out fractions are shown
for HNO3 and SO2. The percentage values in the table are calculated from the parameter-
izations of the in- and below-cloud scavenging in the DEHM-REGINA model [Christensen,
1997], [Frohn et al., 2002a] and [Frohn, 2004].

In the percentage difference plot (subplot 6.2(c)) some white areas appear. This is areas
with very low precipitation frequencies below 1% of the maximum 1990’s value (cf. definition
above).

In the precipitation frequency plot the same tendency as in the precipitation amount plot
is evident. The Arctic region is characterized by an increase and the southern mid-latitudes
and the subtropics (except Asia) is characterized by a decrease. All together this means,
that the ECHAM4-OPYC3 simulation projects less precipitation and less frequent in the
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mm pr 6 hour below cloud % in cloud %
SO2 1 9.9 63.0

3 26.8 95.0
5 40.5 99.3
7 51.7 99.9
9 60.8 100.0

SO4 1 13.9 25.9
3 36.2 59.3
5 52.8 77.7
7 65.0 87.8
9 74.1 93.3

HNO3 1 39.3 75.3
3 77.7 98.5
5 91.8 99.9
7 97.0 100.0
9 98.9 100.0

Table 6.1: In the table typical values of the wash-out of SO2, SO4 and HNO3 from the air due to
precipitation are shown. The second column shows the number of mm rain in a six hour
interval. The third column shows the below-cloud scavenging in percent and finally the
fourth column shows the in-cloud scavenging in percent. This means, that if it rains for
example 3 mm within a six hour interval, then approximately 36% of SO4 particles will
be washed-out of the unsaturated air below the cloud base and approximately 59% of the
SO4 particles will be washed-out of the saturated air within the cloud. The same wash-out
fractions are shown for HNO3 and SO2. The percentage values in the table are calculated
from the parametrization of the in- and below-cloud scavenging in the DEHM-REGINA
model [Christensen, 1997] [Frohn, 2004].
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mid-latitudes and subtropics and more precipitation in the Arctics. Denmark is situated in
an area between decreasing and increasing values and from subplot 6.2(d), it can be seen
that there are no significant changes predicted in this area. The fact that ECHAM4-OPYC3
projects increasing precipitation over a very large areas like the whole Arctic region, together
with the very large changes, confirms that the changes are very likely to occur in the future.
This feature is also in good agreement with other model results [Stendel et al., 2002].

6.1.2 2 meter temperature

In figure 6.3 the 2 meter temperature (T2) is shown. In the temperature analysis carried out
in this thesis both the 3D temperature from the fifth layer (height approximately 230 above
MSLP Frohn [2004]) of the DEHM-REGINA model and the 2 m temperature was analyzed.
However, since the results were very similar, only the 2 m temperature is shown here.

Concerning the difference plot (fig. 6.3(c)), it is important to note, that the color-scale is
changed, so all colors are positive. In other words the temperature is increasing everywhere.
Also the significance plot 6.3(d) emphasizes this fact by showing extremely positive signif-
icance everywhere. This general temperature increase with local hot spots over Southern
Europe and the Arctics is similar to other model results [Stendel et al., 2002]. In relation
to the climate in Denmark in the next century, it is interesting to note, that the warming is
rather small in the path of the wandering lows over the North Atlantic.

6.1.3 Mean sea level pressure

Figure 6.4 includes the mean sea level pressure (MSLP). A rather large decrease in MSLP over
the Arctic region is detected (note the legend of the plot). Around 30-50 degrees north the
mean sea level pressure seems to increase between the two decades. Inspecting the significance
plot (subplot 6.4(d)) reveals that the pressure decrease in the Arctic region is very significant.
The white area in the significance plot is areas with insignificant or no changes and it is
interesting to see, that there especially over sea and over central Europe, is a tendency of
the noise to exceed the signal or there is no signal at all. This could imply that there are
alternation between high and low pressure in these regions. This is of course true in the storm
tracks where the mean sea level pressure continually changes with the passing of the lows and
therefore the signal-to-noise ratio becomes relatively small.

In connection to the discussion here it is interesting to note that the NAO (North Atlantic
Oscillation) index in both the 1990’s and the 2090’s decade is positive for the ECHAM4-
OPYC3 simulation used here. The results are displayed in figure 15a in Stendel et al. [2002].
The fact that the NAO index is similar in the two decades separates out the long-term natural
effect of the pressure patterns in the northern hemisphere as an explanation of possible changes
in the pollution levels when analyzing the final data set from the DEHM-REGINA model.

6.1.4 Wind speed

In figure 6.5 the windspeed is shown. By comparing subplot 6.5(a) and subplot 6.5(b) visually,
it is very difficult to detect any significant changes in the wind speed between the two decades.
However subplot 6.5(c) reveals some apparently small changes (note the color scale of the plot).
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However relative to the absolute wind speeds in the two decades, the differences comprises up
to approximately 10% of the total wind speed. The wind speed are generally increasing over
Arctic, Scandinavia and the Baltic. A decrease in wind speed is projected over parts of the
Atlantic ocean, however this could indicate a northwards shift of the storm tracks. Also these
changes in wind speed are significant when testing the results according to equation 5.6.

6.1.5 Specific humidity

Figure 6.6 shows the specific humidity. As in the previous figures, subplot 6.6(c) illustrates
the difference between the 1990’s and the 2090’s. The color scale for this difference plot
is changed so all colors represent an increase. The specific humidity increases everywhere,
however the increase is largest over the southern maritime regions. This is easy to explain
since it was shown in figure 6.3(c) that the temperature increases everywhere in the domain
of interest. When air temperature increases, the ability of the air to contain water becomes
larger. Over the maritime areas more water will evaporate than over terrestrial areas and
therefore a homogenous temperature increase can lead to an differentiated humidity increase,
with largest enhancement over sea (see e.g. over the Mediterranean sea in figure 6.6).

From subplot 6.6(d) it is clear that just like the temperature increase, the increase in the
specific humidity is very significant everywhere in the northern hemisphere (except over a
small area in the Rocky Mountains).

6.1.6 Mixing height

The mixing height here is not a direct parameter extract of the ECHAM4-OPYC3 data. The
mixing height is calculated from a simple energy balance equation for the internal boundary-
layer [Berkowicz and Olsen, 1990], [Gryning and Batchvarova, 1990], [Christensen, 1997] and
[Brandt, 1998].

Physically the mixing height depends on two main processes in the air, mechanic and thermal
turbulence, respectively. The mechanical turbulence is a result of the vertical wind profile i.e.
dependent on the surface characteristics, the stratification in the boundary layer and the wind
speed. The thermal turbulence on the other hand depends on the temperature profile in the
atmosphere and the temperature gradient between the surface of the earth and above lying
air. The larger the vertical temperature gradient is, the more convection and thereby the
higher mixing height. The vertical temperature profile can chance due to at least three main
processes: The first process is the global radiation, which heat up the air and earth surface
differently. This differentiated heating results in both horizontal and vertical temperature
gradients and the latter leads to a sensible heat flux and to thermal turbulence. Obviously,
there is also a latitudinal, a diurnal, a seasonal and a annual dependency of the ability of the
global radiations to heat up the atmosphere and the surface.

The second process, which participate in changing the thermal turbulence, is atmospheric and
oceanic transport of heat. The wandering lows is an atmospheric main agent, when considering
transport of heat across the latitudes. On longer time scales the oceanic transport of heat
also becomes important. For example the surface currents of the thermohaline circulation
contributes to a very large part of the cross-latitude transport of heat in the ocean and
through thermal process also in the air.
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Finally the third process, which can alter the vertical temperature gradient and thereby the
amount of thermal turbulence, is the latent heat flux. The ability of water to condense and
evaporate can move and release large amounts of heat in the atmosphere. The latent heat
flux can play a major role in the vertical temperature profile of the air and earth surface.

In figure 6.7 the mixing height is displayed. By inspection of the absolute difference (cf.
equation 6.1) between the two decades in figure 6.7(c), it becomes clear that the mixing
height generally increases over central and southern Europe. This increase coincides with
the enhanced temperature increase (cf. figure 6.3(c)). The same phenomena is seen over the
western United States, however here it is less pronounced. Over sea the mixing height is
either unchanged or decreasing.

Furthermore, the mixing height can be advected with an air mass. This complicates the
detective work when searching for explanations to a certain change. This means, that one
should be very careful, when concluding on such a complicated parameter as the mixing height.
In order to get a more nuanced picture of which processes dominate, further investigation of
the surface heat flux and the friction velocity are needed.

However comparing the predicted changes in mixing height with wind speed figure 6.7 reveals
that the mixing height is also closely connected to the wind speed. With a rough view it
can be seen that in many places (besides of central end southern Europe) the increases in
mixing height is projected to occur over the same areas as the wind speed is increased. This
could lead to the conclusion that the mechanical contribution to changes in mixing height are
dominating in these places. The coincidence of increasing temperature and increasing mixing
height is a typical example of the thermal effect on mixing height. Also along the east coast
of United States and across the Atlantic towards Scandinavia a decrease in the mixing height
can be observed (figure 6.7, subplot (c)). A warming of the the cold air in north could explain
this observed feature, since this will reduce the temperature gradient from the sea surface and
up in the atmosphere.

6.1.7 Global radiation

In equation 6.3 and 6.4 the derivation of the global radiation from the ECHAM4-OPYC3
cloud cover is given.

Global radiation = max(0, 1353 ∗ cos(sunangle) ∗ c1 ∗ clouds) (6.3)

where the constant c1=0.75 (corresponding to the transparency of the atmosphere), the sunan-
gle is the varying angle of the sun relative to a specific point of the earth and finally the clouds
is derived as

Clouds = 1 − c2 ∗ clc2d (6.4)

where the constant c2=0.9 and clc2d is the 2-dimensional cloud cover from ECHAM4-OPYC3
given as a fraction between zero and one.

The two constant c1 and c2 in equation 6.3 and 6.4 is empirical found by J. Brandt (NERI)
by inspection of measurement data from two locations in Denmark (Ålborg and Risø). This
final parametrization of the global radiation has been tested against measurements and it
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is found to give vary good results compared to observations from Denmark [Brandt et al.,
2001a],[Brandt et al., 2001b] and [Brandt et al., 2000]. However, it has not been shown to be
valid for other parts of the earth, but that is not considered to be vital in this study.

In figure 6.8 the global radiation is shown. The global radiation is, of course, very latitude de-
pendent and shows a very clear latitude-dependent structure in all the four polar-sterographic
plots of figure 6.8. The areas marked with yellow and the red colors in subplot 6.8(c) are all
areas with increasing global radiation between the two decades. Because of the construction
of the global radiation in this analysis an increased global radiation value should be a result
of less 2D cloud cover. Only in the Arctics and in the southern edge of the domain (especially
over Asia), the global radiation is decreasing which here is equivalent to an increase in 2D
cloud cover. Inspecting the significance of the results reveals that an increase in global radi-
ation at temperate and subtropical latitudes is highly significant. Also the decrease in global
radiation detected over South Asia is a highly significant between the two decades. However
the detected decrease over the Arctic area is insignificant.

6.1.8 Sea ice

Figure 6.9 shows the sea ice extend and the significant changes between the two periods.
Again it is important to note the color-bar in the difference plot, since the sea ice is decreasing
everywhere (both green, yellow and orange colors). The sea ice is in this analysis defined as
a fraction between one and zero in each grid cell. This means that this sea ice plot does not
express anything about the sea ice thickness. From the results here it can only be concluded
if there are any sea ice at all and how large the given fraction is in a specific grid cell on
average. The existence of sea ice is interesting with respect to the reflective properties of the
surface and to the atmosphere-ocean interaction. Surprisingly, the largest decreases in sea
ice cover is found within the Arctic basin (cf east of Svalbard and north of the Bering Strait)
and not as one could expect at the ice edge.





















64 Results and discussion

6.2 Changes in air pollution levels calculated by DEHM-REGINA

The DEHM-REGINA model is a chemical long-range transport model, which keeps track
of the concentrations and depositions of 63 different chemical species. By the simulations
carried out in this thesis, it would therefore be possible to analyze all 63 chemical species
with respect to their future evolution of the concentrations and wet and dry depositions.
Again these three properties of every chemical specie could be analyzed with respect to a
large number of meteorological parameters and the analysis could be carried out over the
total northern hemisphere comparing three decades. To do a full analysis is as mentioned
earlier far beyond the scope of this thesis. Therefore the most interesting chemical species
has been selected and analyzed with respect to the main meteorological parameters described
in section 6.1 above.

The chemical species analyzed and described in this thesis are, sulphur SO2, sulphate SO4,
ozone O3, nitrogen dioxide NO2, PM10 (particular matter with diameters below 10 μm), sea
salt, hydroxyl radical OH and isoprene C5H8. Also ammonium NH4, ammonia NH3, nitrate
NO3, nitrogen oxides NOx, TSP (total suspended particles) and PM2.5 (particular matter
with diameter below 2.5 μm) has been treated in this analysis. However the results of NH4

looked very similar to the results of sulphate SO4. Furthermore NO2 is more expressive than
NOx in the context here (see discussion below, section (6.2.4)). Finally both PM2.5 and TSP
can be visually derived from the two selected particle species PM10 and sea salt. Therefore
in order to restrain the work in this thesis, the results of NH4, NH3, NOx, NO3, TSP and
PM2.5 have not been included.

6.2.1 Sulphur

In figure 6.10 the concentrations of sulphur are shown. Sulphur is a relatively short-lived
species (a few days to a few weeks) and for this reason the concentrations of sulphur are
largest close to the sources. Sulphur emissions are mainly due to burning of fossil fuels (coal,
diesel etc.). These features are very clear in subplot 6.10(a) and 6.10(b) which represents
the mean concentrations of the 1990’s and the 2090’s. Here the largest concentrations of
sulphur is found close to the industrial areas which often coincides with the densest populated
areas. For example central Europe, Asia and eastern United States are all areas of very
high concentrations of sulphur. In Russia there are several hot spots of areas with high
concentration of sulphur, which not necessarily coincides with the large cities. The Arctic
situated city, Norilsk, is an example of this. Norilsk is a city in the Arctic part of Russia,
which existence is solely is based on the industrial extraction of nickel, copper, palladium,
platinum etc. The city houses 300.000 people, who works with this metal production. The
emission of sulphur in Norilsk is approximately 2000 kton/year [AMAP, 2006] in contrast
to Denmark, which in total emits approximately 24 kton/year in 2004 [www.dmu.dk, 2006].
It is not surprising, that the sulphur signal of Norilsk is very clear in the hemispherical
concentration plots (subplot (a) and (b) in figure 6.10).

Over the Pacific and the Atlantic ocean some lines of high sulphur concentrations appears.
These lines are the international routes of ships (diesel emitters). Since sulphur is relatively
short-lived, these very local maritime emissions, becomes evident in the concentration plots
(subplot 6.10(a) and 6.10(b))
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With respect to the difference plot (subplot 6.10(c)), first of all it is important to note that the
color-scale has been chanced in order to identify all interesting features. Also the threshold
value of 1% in the difference plot has been changed to 1‰. Inspecting the figure (subplot
6.10(c)) reveals that the sulphur concentration are predicted to decrease significantly every-
where in Siberia in the next century. The industrial city of Norilsk vary from it surroundings
by having less changes in sulphur concentration than the rest of Siberia. This result will be
discussed later

The largest increase in the sulphur concentration is found over the populated areas (western
United States, central and south Europe and eastern Asia). Here it should be kept in mind
that the emissions are kept constant in this experiment, so the changes found here must be
due to changes in the meteorological parameters. The sulphur concentration from ship traffic
seems to intensify a little both in the Atlantic and the Pacific Ocean in the future. Inspecting
the significance subplot 6.10(d) reveals that the observed enhancement is significant in both
oceans. However the changes in the Pacific are quite small and only visible because the
threshold of 1% has been changed to 1‰ in this plot. Besides the ship routes, the areas of
increasing sulphur concentrations over eastern United States, central and southern Europe
and eastern Asia are also significant.

6.2.2 Sulphate

In figure 6.11 the future evolution of sulphate SO4 is shown. SO4 is a secondary aerosol
which is created from sulphur SO2. The reactions takes places relatively soon after the
emissions of SO2 to the atmosphere, which is the reason why SO2 is short-lived (days to few
weeks). Sulphate on the other hand is dominated by long-range transport and therefore it
is a very weather dependent parameter. For this reason it would be reasonable to search for
changes in one or more meteorological parameters in order to explain changes in the sulphate
concentrations.

Subplot 6.11(a) and 6.11(b) shows that the concentration of sulphate is small over the Pacific
ocean and over the whole Arctic region. This indicates that even though SO4 can be long-
range transported, the regions of high concentration is situated relatively close to the main
emission sources of SO2.

It is interesting to note, that the sulphate concentration over Norilsk is predicted to increase
significantly in the future decade due to climate change (cf. 6.11(c) and 6.11(d)). Also over
eastern United States and over a large area around and over southern Europe is the SO4

concentration expected to increase. The observed fact that the SO4 is predicted to increase
can either be an expression of decreasing lifetime of SO2 and therefore a higher production
of SO4 or an enhanced transport of SO4 into the areas, since the emissions are kept constant
in this experiment. A decrease in SO2 is closely connected to an increase in ozone through
the chemical process described in equation 6.5.

O3 + hν → O(1D) + O2

O(1D) + H2O → 2OH

2OH + SO2 → SO4 (6.5)
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By a quick inspection of figure 6.14 (which will be described later) it can be seen that an
increase in ozone over the area of Norilsk is predicted, which makes the explanation above
plausible. Furthermore an increase of the specific humidity (H2O) is seen everywhere which
will enhance the reactions described in 6.5. The increase in SO4 concentration is seen as
a very local phenomena close to the source area of Norilsk. The surroundings of Norilsk is
dominated by a significant decrease in SO4 concentration. This phenomena will be discussed
later in this chapter.

Concerning the evolution in and near Denmark it is worth to note, that Denmark lies within a
belt of insignificance. North of this belt significant decreases in the SO4 concentration levels
are expected to occur and south of this belt significant increases are expected to take place
according to these results. Over the Arctic and the Pacific Ocean the concentrations of SO4

are small in both the past and the future decade.

In figure 6.12(a) the wet deposition of SO4 is shown. The wet deposition of SO2 is included
in the wet deposition of SO4, since SO2 almost immediately transform into SO4 when getting
in contact with water. Therefore from now on the wet deposition of both SO2 and SO4 will
be mentioned solely as the wet deposition of SO4.

The wet deposition of SO4 is logically located at the same spots as the areas of high concen-
trations of SO4. In some areas of the northern hemisphere the wet deposition is increasing
and in other areas the wet deposition is decreasing in this model simulation. However from
the significance plot 6.12(d) it is clear that none of these changes are significant. This in-
significance is probably connected to the large variability in precipitation, which inherently
must introduce small signal-to-noise ratio!

Figure 6.13 shows the dry deposition of SO4. This figure reveals that the dry deposition of
SO4 is very low everywhere compared to the wet deposition. The changes between the two
decades are insignificantly, besides over the ice cap of Greenland and over Bering sea where a
significant decrease are found. However this significance coincides with areas of small change.

6.2.3 Ozone

The concentration of ozone O3 is displayed in figure 6.14. The areas of high ozone concentra-
tions are partly situated over the populated areas (cf figure 6.14(a) and 6.14(b)). However also
a latitude dependent structure is evident in all four subplots of figure 6.14. In the difference
plot (subplot 6.14(c)) this structure is very clear. The ozone concentration levels increases
in the future and the increase gets stronger with increasing latitude. North of approximately
30◦N the increase is very significant, everywhere south of 30◦N difference in ozone concen-
tration changes and in the equatorial areas the ozone concentrations levels tends to decrease
significantly between the two decades. However also a blurred land-ocean contrast in the
ozone increase is evident. The ozone concentration generally increases less over the ocean.
This increase is in contrast to the findings of Johnson et al. [2001] who estimates a net loss of
ozone by a photochemical split of ozone into O(1D) which results in a net loss of ozone due
to O(1D)+H2O → 2OH.
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6.2.4 Nitrogen dioxide

In figure 6.15 the levels of nitrogen dioxide are shown. The emissions of NO and NO2

originates mainly from traffic and power plants, which is also evident in the two concentration
plots (cf 6.15(a) and 6.15(b)). Generally the nitrogen dioxide levels are decreasing where the
ozone levels are increasing and vice versa (see for example over Europe in figure 6.15 and 6.14).
Also the Himalayan mountains is a good example of this inverse nature. Here a significant
increase in NO2 concentrations is detected in contrast to a decrease in the ozone concentration
and both these changes are significant! NO2 and O3 is linked through a chemical process
(see equation 6.6). However more investigation are needed to determine if new equilibria will
occur during changed climate conditions between the involved chemical species of O3, NO2

and NO.

NO + O3 → NO2 + O2

NO2 + hν → NO + O

O + O2 → O3 (6.6)

Only the Caribbean differs from this inverse structure. Here both O3 and NO2 are increasing
significantly! In this case an explanation must be found elsewhere.

NOx is the sum of NO and NO2. From equation 6.6 it can be seen that under variance of
O3, this sum stays constant in the reaction scheme. This explains why the prediction of NOx

is less interesting to study when one wishes to see the interaction between NO, NO2 and O3.
However the general level of NOx is very closely related to ozone, since NOx together with
VOC’s are important precursors in ozone production.

6.2.5 Particles with diameter below 10 μ-meter

PM10 includes all particular matter with a diameter below 10 μm. In the DEHM-REGINA
model used here, PM10 consists of secondary non-organic aerosols (for example SO4, NH4,
NO3), primary aerosols (seasalt), primary emitted particles (from the primary emission
sources; industry, traffic, agriculture etc.) and finally unspecified particles such as for ex-
ample mineral dust. The primary emitted particles only contribute to the changes seen in
this experiment through changes in transport due to changes in meteorology, since the emis-
sions are kept constant throughout all years simulated. The secondary organic aerosols are by
definition also a part of the PM10, however these are not yet included in the DEHM-REGINA
model. For example presently terpenes (a subgroup of VOC), which are naturally emitted
from biogenic sources and are believed to generate secondary organic aerosols, is not presently
included in the model.

The concentration, the difference and the significance of the change in PM10 particle levels
are shown in figure 6.16. From subplot 6.16(c) it can be seen that, there is a general increase
in concentration of PM10 particles over the eastern part of the Atlantic ocean, the central
Europe, the Mediterranean sea and north Africa. This increase is highly significant. In
contrast the PM10 concentrations seems to decrease in the future over the northern and
central Asia, - over large parts of the Arctics and finally over the Pacific ocean. Around
and in the surroundings of Japan, over the populated parts of United States and over the
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Aleutian islands an increase in PM10 particles is predicted by this simulation. All these
increases (except the Aleutian) could be explained by an enhanced concentration of secondary
inorganic aerosols (SO4 see figure 6.11, NH4 (not shown) and NO3 (not shown)). Regarding
the increase seen over the Aleutian the explanation must be found elsewhere (see discussion
below).

6.2.6 Sea salt

In figure 6.17 the predicted evolution of the concentration of sea salt is shown. Subplot 6.17(a)
and 6.17(b) shows the obvious fact that sea salt primarily is found in the air masses over sea
and in the coastal regions. The exchange of sea salt from the ocean to the air is driven by the
wind in the model. In subplot 6.17(a) and 6.17(b) the storm tracks stands out very clearly.
Subplot 6.17(c) and 6.17(d) reveals that the significant increasing concentration of sea salt
in the future decade will be over North and Central Europe, the Baltic, the Aleutian islands
and over western Russia, whereas the significantly decreasing concentrations are expected to
be found over the Mediterranean sea, the central Atlantic Ocean and the Pacific ocean.

6.2.7 Hydroxyl radicals layer 1 and layer 5

In figure 6.18 and figure 6.19 the prediction of the concentration of hydroxyl radicals in the
surface and the fifth layer (height approximately 230 m above MSLP [Frohn, 2004]) of the
DEHM-REGINA simulation are shown respectively. The general lifetime for the hydroxyl
radical is less than one second [McGuffie and Henderson-Sellers, 2001]. Due to this very low
existence time of OH, it is very difficult to evaluate the predicted concentrations with respect
to measurements or prognostic statements. Furthermore a long-range transport model with
a coarse resolution is not expected to simulate the real OH concentrations. However in the
DEHM-REGINA model the lifetime of a great number of chemical species is dependent on
the amount of hydroxyl radicals present. For this reason the changes in the concentration
of OH can give some important information in the analysis of many other chemical species
and their transformations. Also in the DEHM-REGINA model the existence of OH radicals
are instantaneously, since the model do not posses any memory of this specie, but is only
estimated via a production term and a loss term.

From subplot 6.18(c) it is clear, that the hydroxyl concentration in the surface layer is pre-
dicted to increase over the maritime areas in contrast to the terrestrial areas where the
hydroxyl radical concentration are predicted to decrease during the next century. In sub-
plot 6.18(d) it can be seen, that almost all these changes are either positively or negatively
significant.

Comparing the surface layer hydroxyl concentration (figure 6.18) with the concentration from
approximately 230 meters altitude (figure 6.19) reveals some differences. Most importantly
is this land-ocean contrast seen at the surface, which higher up in the atmosphere gets more
blurred. The general decrease in the hydroxyl radical concentration over land is less pro-
nounced in subplot 6.19(c) compared to subplot 6.18(c). These features will be discussed
later in this chapter.
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6.2.8 Isoprene

Figure 6.20 shows the prediction of the Volatile Organic Compound (VOC) isoprene. Isoprene
is included in the DEHM-REGINA model and is through participation in chemical reactions
with OH acting as a sink for hydroxyl radicals (cf. pp. 48 Frohn [2004]) which explains the
low OH concentration over land in figure 6.18. In subplot 6.20(c) the 1% threshold value
(explained in the introduction to this section) is changed to 1 ‰ in order to visualize even
very small changes in the isoprene concentration. From subplot 6.20(a) and 6.20(b) it is very
clear, that isoprene primarily exists over land. Isoprene is a Volatile Organic Compound
(VOC), which is emitted from trees and other plants. Isoprene in these simulations are only
emitted over the terrestrial areas, which is in good agreement with the results found here.
From the absolute difference (subplot 6.20(c)) it is clear that the biogenic emission of iso-
prene is expected to increase everywhere, where there are emitters (plants) available and this
increase are highly significant (cf. subplot 6.20(d)) This feature is not surprising, since it is
already observed, that the temperature will increase by this model prediction. The emission
of isoprene is a function of temperature, because the size of emission is highly dependent
on the growth of trees and other plants. In DEHM-REGINA, the submodel BEIS (Biogenic
Emissions Inventory System) is included to account for the biogenic isoprene emissions [Guen-
ther et al., 1995]. Isoprene is an important precursor for ozone, see the discussion in the next
section (6.3).

























6.3 Summary and discussion 81

6.3 Summary and discussion

In the first subsection 6.3.1 the main findings of the analysis of the individual meteorological
parameters and the chemical species will be summarized. After that the main significant
changes in meteorology and chemistry are compared and discussed and some preliminary
conclusions of this analysis are drawn.

6.3.1 Summary

Both the precipitation amount and the precipitation frequency is increasing significantly over
the Arctics and subpolar regions and this feature is similar to other model results [Stendel
et al., 2002]. In contrast it is generally becoming more dry in South Europe and Southwest
United Stated and this change is also very significant. This means that North and South
Europe in the future decade are becoming more wet and dry, respectively in the future.
It was also found that the precipitation amount and frequency patterns are very similar.
This indicates that is a change in the precipitation frequency that gives the change in the
precipitation amount.

A hemispherical temperature increase is found. This increase is largest over e.g. the Arctic
and South Europe, which is consistent with the results from other models [Stendel et al.,
2002]. The specific humidity shows a temperature/latitudinal dependency by showing an
enhanced increase towards south. Especially over sea in the southern part of the domain, the
humidity is found to increase the most.

The wind speed is generally predicted to increase over the Arctic, Scandinavia and the Baltic.
Also an indication of a northward shift of the storm tracks are found. An enhanced wind field
is found over the Arctic and central Scandinavia and at the same time the wind speed are
projected to decrease over the southern part of the North Atlantic.

The evolution of the mixing height is mixed. A general decrease in mixing height is found
over the Arctic and subpolar region with the exception of the Bering Sea, where the mixing
height are predicted to increase.

Finally there is the global radiation which not surprisingly was very latitude dependent. The
global radiation was generally projected to increase significantly in the midlatitudes and the
subtropics.

In the analysis of the predicted distribution of the chemical species a general decrease in
sulphur concentration is predicted in Siberia. However the industrial city of Norilsk differs
from this result and here an increase in the sulphur concentration is predicted. The inter-
national routes of the ships and the densely populated areas stands out clear in the results
found here, showing a general increase in concentration. Also the sulphate concentration of
over Norilsk is predicted to increase in contrast to the surroundings. The significance from
the wet deposition of sulphate stands in shade of the signal-to-noise ratio of the precipitation
process.

Also the distribution of particles of sea salt and particles with a diameter below 10 μm have
been analyzed. The conclusion here is that the distribution of PM10 particles can generally
be explained by the presence of secondary inorganic particles. Over the Aleutian islands the
explanations to the predicted increase in PM10 particles originates from an increase in the
concentration of sea salt particles. The distribution of sea salt particles follows the wind
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patterns very closely. An enhanced wind field increases the sea salt content of the air. This
is also why the storm tracks stand out very clearly in the plot of the sea salt concentration.

Ozone are predicted to increase significantly everywhere north of approximately 30◦N. Ni-
trogen dioxide are mainly found over land and over the international routes of the ships,
since it originates mainly from traffic. The nitrogen dioxide posses an inversely distribution
relative to ozone. The concentrations of nitrogen dioxide are generally increasing, where the
concentration of ozone are decreasing and vice versa (see e.g. over the Himalayan mountains).

Also the concentration of hydroxyl radicals are connected to the ozone concentration and here
a sharp gradient between sea and land occurs. This gradient tends to blur higher up in the
atmosphere.

Finally there are the concentration of isoprene which exhibit a very clear difference between
land and sea. The isoprene concentration is found to increase significantly over land where
the emitters of isoprene are present.

6.3.2 Discussion

One of the most pronounced changes in meteorology predicted by the ECHAM4-OPYC3
simulation is the global temperature increase. The temperature is predicted to increase ev-
erywhere in the northern hemisphere, however the temperature increase enhances towards
the north pole.

By the DEHM-REGINA simulation carried out in this analysis it was found that also the ozone
concentration is increasing everywhere north of approximately 30◦N. The ozone production is
very dependent on the presence of the precursors NOx and V OC’s. In the experiments ana-
lyzed here, the anthropogenic emissions are kept constant. However V OC’s also have biogenic
emitters, which can alter their emissions due to changes in meteorology in this experiment.
The only natural V OC emitter included in the DEHM-REGINA model is isoprene (cf.figure
6.20) and it was found that isoprene increases everywhere over land due to the temperature
increase and this can explain the increase in ozone

In figure 6.6 it was found, that the specific humidity was increasing in the whole hemisphere.
Increasing temperature results in an increasing humidity and thereby an increasing number
of H2O molecules in the atmosphere. When ozone already are present, more H2O molecules
will lead to more hydroxyl radicals (OH) through the process shown in the reaction scheme
(6.7) below

O3 + hν → O2 + O

O + H2O → 2OH (6.7)

With the DEHM-REGINA simulation it was predicted that the temperature, specific humidity
and ozone concentration (only north of approximately 30◦N) will increase from the 1990’s
and to the 2090’s. By the reaction scheme (cf. 6.7 these observed increases must lead to an
increase in the number of hydroxyl radicals. In figure 6.18 and 6.19 the concentration of these
hydroxyl radicals are shown. The predicted increase by the reasoning above are confirmed
from the concentrations plots of the two layers (cf figure 6.18 and figure 6.19). However in the
difference plot of figure 6.18 and figure 6.19 it became evident that the OH concentrations
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in the surface layer are increasing over sea and decreasing over land. In connection to the
discussion above, it easy to jump to the conclusion that the future temperature increase
leads to an enhanced humidity increase over the maritime areas, which again results in more
hydroxyl radicals due to more water molecules. However inspecting the plot of the predicted
specific humidity reveals that the increase in humidity is much more latitudinal dependent
and there are no similarities between the specific humidity figure and the OH concentration
predictions.

This finding of a very sharp discontinuity between the terrestrial and the maritime concen-
tration of hydroxyl radicals leads to the possible connection of the isoprene concentration
(cf. figure 6.20) As mentioned earlier isoprene emissions are only present over land and the
concentration of isoprene is confined to the source areas, because of a very short chemical
lifetime. The reaction 6.8 below reveals that isoprene consumes hydroxyl radicals. In the
DEHM-REGINA model this is the only chemical reaction included, where OH radicals are
removed from the atmosphere by isoprene. Besides isoprene a great number of other chemical
species reacts with the hydroxyl radical and remove it from the atmosphere, however the
observed concentration of isoprene over land (cf. figure 6.20) seems to be the dominating
OH-sink in this experiment near the land surface.

C5H8 + OH + O2 → OHC5H8O2 (6.8)

By the observed general increase in the ozone, it can be concluded that the DEHM-REGINA
simulation used here, predicts an increase of a great number of chemical reactions over sea
and at higher altitudes due to the resulting increase in hydroxyl radicals (cf eq. 6.7). Since
hydroxyl radicals are a very important agent in a great number of chemical reactions, an
increase in the number of hydroxyl radicals must necessarily lead to an increase in the number
of chemical reactions taken place and this will have a great influence on the lifetimes of many
chemical species. As an example the lifetime of nitrogen dioxide will be reduced and lead
to an increased level in nitrate NO3 and nitric acid (HNO3). Also the sulphate production
through the conversion of sulphur will increase and so on with many other chemical reactions.

The study here leads to a new interesting hypothesis; the sulphur to sulphate reaction rate
will increase in the future due to increased OH concentrations. Again further sensitivity
studies are needed in order to determine the sizes of the individual processes affecting this
transformation rates and to quantify the reduced lifetimes. In the DEHM-REGINA model
a great number of chemical reactions are going on. These many processes can confuse the
picture if one solely wishes to study the transport and conversion of two species like sulphur
and sulphate.

The DEHM-REGINA model is also made in a much simpler version, where only the sulphur
chemistry is included. Since the concentration of OH radical are not included in this simple
model version another parametrization of the chemical lifetime of sulphur is needed. In
this case here the lifetime of sulphur is parameterized solely as a function of the sun angle
[Christensen, 1997]. The lack of OH chemistry in this sulphur version of the DEHM model
makes it a good tool for analyzing changes in atmospheric transport pathways of sulphur and
sulphate.

Alternatively if one wishes to study the transport alone a tracer study could be carried out.
In the definition of a tracer lies the fact that it is a chemically specie, which do not react
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chemically with other species. This feature makes tracer models very suitable for transport
pathways studies.

Another interesting result of the analysis carried out here is the fact that the concentration
of SO4 increases over the Arctic metal industry city, Norilsk, even though the surroundings
of Norilsk is characterized by a general decrease. The general observed decrease in sulphate
concentration over Siberia can be explained by an increase in wet deposition due to an increase
in precipitation over the area. In figure 6.10(c) and 6.10(d) it is clear that the concentration
level of SO2 is significantly decreasing and SO4 is significantly increasing over the city of
Norilsk. This means that the increase in SO4 concentration do not originate from an increase
in the concentration SO2. However since it is observed, that there will be more free OH−

radicals in the future, it could be concluded, that more of the present SO2 will transform into
SO4 and thereby increasing the SO4 concentration and decreasing the SO2 concentration in
the future.

Inspecting (c) in figure 6.12 some changes in the wet deposition of SO4 is shown, however
subplot 6.12(d) reveals that none of these chances are significant. This results from the
characteristics of precipitation. Precipitation is a highly fluctuating on/off process, which in
this statistical connection introduces a low signal-to-noise ratio. This suggest, that all the
changes in wet deposition of SO4 are rather a result of a great amount of noise connected to
the intermittent precipitation process, than an expression of insignificant chances in the wet
deposition of SO4!

From both figure 6.10 and 6.11 it is seen that Denmark lies just at the border between positive
and negative changes in concentration levels of SO2 and SO4. In northern Europe the con-
centrations of SO2 and SO4 are decreasing and in southern Europe the same concentrations
are increasing. The wet deposition is of course highly dependent on the precipitation rate and
the feature described above is the same as what was found in the analysis of the precipitation
frequency.

Over the Aleutian islands the concentration of sea salt is increasing. This increase originates
from a increase in wind speed in this area. In the DEHM-REGINA model the parametrization
of sea salt only dependents on the wind speed, so even though the wind speed (figure 6.5) shows
a relatively small changes this must be the explanation to the observed changes in sea salt
concentration. In the parametrization of sea salt, the sea salt concentration is proportional
to the third root of the wind speed which inherently will amplify even very small changes in
wind speed when calculating the sea salt concentration. The observed increase in sea salt over
the Aleutian islands can explain the observed increase in PM10, which could not be explained
by an increase in secondary inorganic aerosols.

Another contribution to the increased sea salt content of the atmosphere over the area of
the Aleutian could be found in the changes in mixing height. From figure 6.7 it can be seen
that the mixing height is decreasing in the area, which means that the dispersed sea spray
particles have less air to mix in and therefore the concentration is very likely to increase.

Also sea ice (6.9) is an interesting parameter concerning this local increase in sea salt content
of the air. It is found that the sea ice cover is retreating in the area due to the temperature
increase. Melting of sea ice can have a little effect on the sea salt content of the above lying
air masses, since the sea salt can increase in the air due to more open waters, when the sea
ice melts. In nature melting of sea ice leads to release of fresh water making the ocean less
saline, which obviously also will affect the amount of sea spray particles in the above lying
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air, however this effect is not included in the parametrization in the DEHM-REGINA model
and therefore can not contribute to the conclusions drawn here.

In summary it can be concluded, that the increasing sea salt content of the air is due to
changes in wind, however through indirect effects also mixing height and more open waters
can contribute to the observed increase in sea salt content. To estimate the size of the
individual effects of each parameters, is impossible by this experiment. To investigate this
subject further, it would probably be more convenient to run a climate model like ECHAM4-
OPYC3 including a sea spray particle module in order to include the salinity of ocean model
in the parameterizations.

The natural emitted VOC, isoprene is a strong ozone precursor. In figure 6.20 it was found
that the isoprene concentration were increasing everywhere over the terrestrial areas. Trees
and bushes are typical isoprene emitters and therefore the emission of isoprene only takes
place over land. The projected observed level of isoprene will alter the ozone production in a
positive direction and thereby enhancing the ozone level.

Langner et al. [2005] used the regional chemistry/transport/deposition model MATCH to sim-
ulate the distribution of surface ozone in the future. The Rossby Centre regional Atmospheric
climate model (RCA) version 1 provided the projected meteorology in these simulations.
Langner et al. [2005] found a general increase in the surface ozone concentration over south-
ern and Central Europe. They calculated the domain-total emission of isoprene to increase
with 59% due to the predicted temperature increase in the case where the ECHAM4-OPYC3
model was used as boundary condition for the RCA regional climate model (the increase was
47% in the case where the HAdCM2 model was used as boundary conditions [Johns et al.,
1997]). This is generally consistent with the results found in this thesis. However, Langner
et al. [2005] also found a decrease in surface ozone in northern Europe. In contrast, it was
found in this study that there was a smaller increase in surface ozone over southern and
central part of Scandinavia.

Langner et al. [2005] states that the predicted changes found in surface ozone concentrations
are substantial and if the climate scenario (IPCC, IS92a) are representative for the future
climate, the increase in surface ozone due to the predicted warming would be significant
compared to the expected reductions resulting from the emission reduction protocols currently
in force.

Tuovinen et al. [2002] have made a sensitivity analysis of which factors will effect the sur-
face ozone concentration in Europe. They found that the increased biogenic VOC emissions
significantly will counteract the effects of reduced anthropogenic emissions.

As stated in section 3.1 the model also includes annual mean flux corrections for heat and
fresh water which unfortunately introduces a warm bias of approximately 0.3 Kelvin in the
resulting output data. In relations to the temperature dependency of the natural VOC’s in the
DEHM-REGINA model, this bias introduce an overprediction of the isoprenes and thereby
also an overprediction of the surface ozone concentration. However compared to a predicted
general temperature increase of 2-3 Kelvin (locally up to 11 Kelvin) the bias of 0.3 Kelvin is
relatively small and therefore not expected to change the results found here significantly.

In parallel with this master thesis work Murazaki and Hess [2006] have carried out similar
experiments for the same time periods with the global chemical transport model MOZART-2.
As input meteorology they used results from the National Center for Atmospheric Research
(NCAR) coupled Climate System Model (CSM) 1.0 forced with the IPCC A1 scenario [Na-
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kicenovic et al., 2000]. Substantially different from the simulations carried for this thesis,
Murazaki and Hess [2006] kept both the anthropogenic and biogenic emissions constant [Per-
sonal e-mail correspondence with P. Hess, 2006]. On the contrary only the anthropogenic
emissions were kept constant in the simulations carried out here. The biogenic emitters
in the DEHM-REGINA model consist solely of isoprene. The concentration of isoprene is
highly dependent on temperature in the parametrization of isoprene in the DEHM-REGINA
model. Murazaki and Hess [2006] concludes: ”Overall, the change in background ozone can
be viewed as a competition between increased ozone production over high-emission regions
combined with a shorter ozone lifetime in travel across remote regions. The net effect is
a decrease in background level of ozone over the United States”. Here Murazaki and Hess
[2006] have divided the surface ozone into two contributions; the local produced ozone and
the background ozone. In the high emission areas the local increase in ozone is expected to
exceed the decrease in background ozone resulting in a net increase. On the contrary a net
decrease in ozone are predicted away from these high-emission zones. In this work the ozone
concentration is predicted to increase all over the United States. This difference relative to
results of Murazaki and Hess [2006] is due to their lack of the temperature dependent biogenic
emissions. These emitters are as earlier mentioned ozone precursors and by the results of this
thesis they contributes with a relatively large increase in ozone concentration over land (where
the emitters are present).

Johnson et al. [2001] found that the impact of climate change decreases the net production
of ozone with approximately 120 Tg/yr in the troposphere. However Johnson did not include
the climate change effect on the natural VOC emitters. This means that the effect from
isoprene on the ozone production found in this work is not included in the results of Johnson
et al. [2001]. In the DEHM-REGINA model the process which Johnson et al. [2001] addresses
the loss of ozone production to (O(1D)+H2O → 2OH) is included. This means that the
results found here includes both effects and the result is clear: The net ozone production is
predicted to increase in the future due to climate change..



7 Summary, conclusions and future
perspectives

A three dimensional chemical long-range transport model has been used to simulate the air
pollution in the three decades 1990’s, 2040’s and 2090’s. The input meteorology has been
provided by the atmosphere-ocean general circulation model ECHAM4-OPYC3 which has
been forced with the IPCC A2 emission scenario. This model setup has been validated against
simulations based on MM5 meteorology and against observations from the EMEP measuring
network in Europe. The predicted results for the future decades has been evaluated with
respect to meteorology and the levels and distributions of some important chemical species
have been analyzed.

One of the main goals of this thesis was to test if it was possible at all to run a chemical
long-range transport model on climate data and thereby receive reliable results of the future
air pollution distribution and levels due to climate change. If this objective could be fulfilled
and documented, the next step was to analyze some chemical species with respect to changes
in concentration level and distribution in the future century due to climate change.

7.1 Summary and conclusions

The period 1990-1999 were used as a control and validation period. The long-range chemical
transport model DEHM-REGINA were used with climatic meteorology from the atmosphere-
ocean general circulation model ECHAM4-OPYC3 to do four simulations. Three of these
simulations with preserved emissions were carried out in order to identify the impacts of
climate change on air pollution levels and distribution in the next century and one simulation
with variable emissions from the period 1990-1999 were used in the evaluation of the model
setup. Furthermore a simulation with MM5 meteorology as input to the DEHM-REGINA
model (known performance) and variable 1990-1999 emissions has been used in the validation.

In the following it was assumed that: ”The atmosphere-ocean general circulation model
ECHAM4-OPYC3 is able to provide a realistic and consistent picture of the meteorological
key parameters applied in the air pollution model”

Several statistical evaluations methods has been performed. The climate model (ECHAM4-
OPYC3) fails of course to predict the exact timing of the various meteorological parameters
and this feature is reflected in the output of the DEHM-REGINA model. The precipitation
in a climate model is statistical and therefore it cannot be expected of the ECHAM4-OPYC3
model to time e.g. the precipitation events correctly and this influences the resulting wet
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depositions and concentrations in the air. However, averaging over a long period this feature
becomes insignificant.

The data from the test period has been evaluated with the ranking method. Here the DEHM-
REGINA model setup with ECHAM4-OPYC3 meteorology has been tested against a sim-
ulation based on MM5 meteorology and against observations. The DEHM-REGINA model
setup predicts the mean level of most of the selected chemical species right and in many cases
the simulation based climatic weather suites the mean levels even better than the simulation
based on weather forecast data (MM5 setup). In conclusion, the overall performance of the
model results based on ECHAM4-OPYC3 meteorology has similar performance as the MM5
setup and both model setups simulates the observational data acceptable well with respect to
annual mean values and seasonal variation. The performance of the MM5 - DEHM-REGINA
is known to be good from earlier studies. Therefore it can be concluded that: Running
a chemical long-range transport model on data from a ”free run” climate model like the
ECHAM4-OPYC3 is scientifically sound!

From analysis of the data of three future decades (1990’s 2040’s and 2090’s) it was found
that the tendency for the selected chemical species is the same between all three decades,
when evaluation solely takes place in the sites where the EMEP stations are present. It was
concluded that it is reasonable to discard the 2040’s decade in the further analysis.

The total hemisphere has been analyzed with respect to meteorology and concentration, wet
and dry deposition of some selected species. By comparison of the meteorological results from
ECHAM4-OPYC3 it was found that the temperature increase was the dominating impact
factor in these studies. The temperature increase resulted in an increase in the biogenic
emissions of isoprene. Isoprene is a strong ozone precursor and the ozone production are
observed to increase significantly. Secondly this increase in ozone together with an increase
in specific humidity was found to increase the chemical reaction rate of a great number of
chemical reactions. The humidity and ozone increase resulted in a increase in the number
hydroxyl radicals, which are the activating agent in many chemical processes. For example an
indication of an enhanced sulphur to sulphate conversion was found and decreased lifetimes
of SO2, NH3 and NO2 was observed.

This study is only the beginning of a accelerating research field with respect to the impacts
of climate change on air pollution. From the work of this thesis the main conclusions are
that it is scientifically sound to run chemical transport model on climate data and that the
temperature increase predicted by a great number of climate models seems to have dominating
effect on the future air pollution levels and distributions. Therefore the objectives of this work
has been fulfilled. However, most importantly the work of this thesis have created a wide
range of new hypothesis which will be very interesting to study and to test in the future.

7.2 Future perspectives

This study is based on climate data from the ECHAM4-OPYC3 atmosphere-ocean general
circulation model. The simulation used has been forced with the IPCC A2 scenario. IPCC
has proposed a wide range of scenarios, since nobody can be sure what the future will bring. It
could be interesting to make a whole range of simulations with the DEHM-REGINA chemical
transport model based on meteorology, which were forced with the different IPCC emission
scenarios. A study like this will create an understanding of the resulting variety of air pollution
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distributions and levels as a results of the impact of climate change due to the different
scenarios.

In order to understand and quantify the effects on the different air pollutants from a single
meteorological parameter, a large amount of sensitivity studies are needed. For example, it
can be hypothesized that climate change will have a large influence on the typical atmospheric
transport patterns. In this thesis it was found that the signal from a projected temperature
increase is so strong that the signal from e.g. a change in transport patterns has been difficult
to distinguish from other important processes in the model results. Therefore, it is necessary
in the future to carry out a great number of sensitivity studies where all parameters are kept
constant except the parameter under examination. In this way it will be possible to test the
effect of the meteorological parameters separately and hereby get an idea of the sign and size
of the various effects.

In this thesis the contribution from the biogenic VOC emitters due to temperature increase are
documented to be very significant. Today the parametrization of the natural VOC emitters
are relatively simple and is only including isoprene. Terpenes is another VOCs, which is
known to be released from biogenic sources as a function of temperature. The temperature
dependent natural VOC emissions is composed of many contributions. Isoprene is known to
produce ozone in contrast to terpenes, which are acting as a loss term for ozone. Also NOx

is a significant ozone precursor, which are emitted naturally from soil and from lightning.
Therefore NOx is very likely to change due to climate change and should be included in a
improvement of the natural emissions in the model.

Finally the experiments carried out in this thesis has been time-sliced in order to save com-
puting time. In a future study it might be feasible to do the simulations in one continuous run
in order to identify any possible fluctuations within the century. Another initiative could be
to integrate data from a regional climate model like e.g. HIRHAM [Hesselbjerg Christensen
et al., 1996] and thereby only simulate one of the smaller domains of DEHM-REGINA by
running it in nested mode. This regional experiment would result in having relatively high
resolution data over a limited area like e.g. Europe.

There is no doubt that the ultimate challenge here will be a two-way coupling of the chemical
transport model and the climate model. This would enable the air pollution impacts to
feedback on the climate, thereby creating a much more realistic simulation of the total climate-
air pollutant system. Furthermore it would be interesting to run the system with future
emission reduction scenarios in order to quantify the impacts from climate change vs. the
impacts from the emission reductions.

A huge number of suggestions for future work exist and there is now doubt that this branch
of combined climate change and air pollution research will grow. This research will inherently
contribute with decisive knowledge to the policy makers in the future.
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M., Schlese, U., and Schulzweida, U. (1996). The atmospheric general circulation model
ECHAM-4: Model description and simulation of present-day climate. Technical Report
218, Max-Planck-Institut für Meteorologie.

Roeckner, E., Bengtsson, L., and Feichter, J. (1999). Transient climate change simulations
with a coupled atmosphere-ocean GCM including the tropospheric sulfur cycle. Journal of
Climate, 12:3004–3032.

Roelofs, G. and Lelieveld, J. (1995). Distribution and budget of o3 in the troposphere calcu-
lated with a chemistry general circulation model. Journal of Geoph. Research, 100:20983–
20998.



96 BIBLIOGRAPHY

Schaap, M., Timmermans, R., Roemer, M., Boersen, G., and Builtjes, P. J. (2005). The
LOTUS-EUROS model: description, validation and latest developments. Int. J. Environ-
ment and Pollution, in press.

Schmidt, H., Derognat, C., Vautard, R., and Beekmann, M. (2001). A comparison of simulated
and observed ozone mixing ratios for the summer of 1998 in western europe. Atmospheric
Environment, (36):6277–6297.

Seinfeld, J. H. and Pandis, S. N. (1998). Atmospheric Chemistry and Physics. John Wiley
and Sons, Inc.

Simpson, D., Fagerli, H., Jonson, J., Tsyro, S., and Wind, P. (2003). Transboundary Acid-
ification, Eutrophication and Ground Level Ozone in Europe, Part 1. Technical report,
Norwegian Meteorological Institute, available at www.emep.int.

Smagorinsky, J., Manabe, S., and Holloway, J. (1965). Results from a nine-level general
circulation model of the atmosphere. Monthly Weather Review, (93):727–768.

Spiegel, M. R. (1992). Theory and problems of Statistics, 2. edition. Shaum’s Outline Series,
McGraw-Hill.

Stendel, M., Schmidt, T., Roeckner, E., and Cubasch, U. (2002). The climate of the 21’st cen-
tury: Transient simulations with a coupled atmosphere-ocean circulation model. Technical
Report 02-1, Danish climate center.

Stern, R., Yamartino, R., and Graff, A. (2003). Dispersion modelling within the european
Community’s air quality directives: Long term modelling of o3, pm10 and no2. In 26th
ITM on Air Pollution Modelling and its Application, Istanbul, Turkey.

Taylor, J. (1997). An Introduction to Error Analysis - The Study of Uncertainties in Physical
Measurements. University Science Books, Sausalito, California, second edition.

Tilmes, S., Brandt, J., Flatøy, F., Bergström, R., Flemming, J., Langner, J., Christensen,
J. H., Frohn, L. M., Ø. Hov, Jacobsen, I., Reimer, E., Stern, R., and Zimmermann, J.
(2002). Comparison of Five Eulerian Air Pollution Forecasting Systems for the Summer
of 1999 Using the German Ozone Monitoring Data. Journal of Atmospheric Chemistry,
42:91–121.

Trenberth, K. E., editor (1992). Climate System Modelling. Cambridge University Press.

Tuovinen, J., Simpson, D., Mayerhofer, P., Lindfors, V., and Laurila, T. (2002). Surface ozone
exposures in northern europe in changing environmental conditions. In Hjort, J., Raes,
F., and Angeletti, G., editors, A Changing Atmosphere:Proceeding of the Eight European
Commission, AP61. DG Research, Joint Research Centre.

van Loon, M., Roemer, M., Builtjes, P., Bessagnet, B., Rouill, L., Christensen, J., Brandt, J.,
Fagerli, H., Tarrason, L., Rodgers, I., R.Stern, Bergström, R., Langner, J., and Foltescu,
V. (2004). Model inter-comparison. In the framework of the review of the Unified EMEP
model. TNO-report, TNO-MEPO-R 282.



BIBLIOGRAPHY 97

van Loon, M., Vautard, R., Schaap, M., Bergstrøm, R., Bessagnet, B., Brandt, J., Builtjes,
P., Christensen, J., Cuvelier, K., Graff, A., Jonson, J., Krol, M., Langner, J., Roberts, P.,
Rouil, L., Stern, R., Tarrasón, L., Thunis, P., Vignati, E., White, L., and Wind, P. (2006).
Evaluation of long-term ozone simulations from seven regional air quality models and their
ensemble average. Atmospheric Environment, page pp.28. Accepted August 2006.

Verwer, J., Blom, J., van Loon, M., and Spee, E. (1996). A comparison of stiff ODE solvers
for atmospheric chemistry problems. Atmospheric Environment, 30(1):49–56.

Vestreng, V. (2001). Emission data reported to UNECE/EMEP: Evaluation of the spatial
distribution of emission. EMEP/MSC-W Note 1/01, EMEP.

Williamson, D. and Rasch, P. (1994). Water vapor transport in the NCAR CCM2. Tellus,
46A:34–51.

Zlatev, Z. and Brandt, J. (2005). Impact of Climate Changes in Europe on European pollution
levels. Proceedings from the First ACCENT Symposium, Urbino, Italy, page 6.



National Environmental Research Institute, 
NERI, is a part of 

University of Aarhus.

NERI’s tasks are primarily to conduct 
 research, collect data, and give advice 

on problems related to the environment 
and nature.

 

At NERI’s website www.neri.dk 
you’ll fi nd information regarding ongoing 
research and development projects. 

Furthermore the website contains a database 
of publications including scientifi c articles, reports, 
conference contributions etc. produced by 
NERI staff members.

National Environmental Research Institute
Danmarks Miljøundersøgelser

NERI
DMU

 Further information: www.neri.dk

 National Environmental Research Institute Management
 Frederiksborgvej 399 Personnel and Economy Secretariat
 PO Box 358 Monitoring, Advice and Research Secretariat
 DK-4000 Roskilde Department of Policy Analysis
 Denmark Department of Atmospheric Environ ment
 Tel: +45 4630 1200 Department of Marine Ecology
 Fax: +45 4630 1114 Department of Environmental Chemistry and Microbiology 
  Department of Arctic Environment

 National Environmental Research Institute Monitoring, Advice and Research Secretariat
 Vejlsøvej 25 Department of Marine Ecology
 PO Box 314 Department of Terrestrial Ecology
 DK-8600 Silkeborg Department of Freshwater Ecology
 Denmark
 Tel: +45 8920 1400
 Fax: +45 8920 1414 

 National Environmental Research Institute Department of Wildlife Ecology and Biodiversity
 Grenåvej 14, Kalø
 DK-8410 Rønde
 Denmark
 Tel: +45 8920 1700
 Fax: +45 8920 1514 

  



National Environmental Reseacrh Institute
University of Aarhus . Denmark ISSN 1399-9346

The fate of a selected number of chemical species is inspected with respect to cli- 
mate change. The coupled Atmosphere-Ocean General Circulation Model ECHAM4-
OPYC3 is providing future meteorology for the Chemical long-range Transport Mo-
del DEHM-REGINA. Three selected periods (1990s, 2040s and 2090s) are inspected. 
The 1990s are used as a control and validation period. In this decade the model 
results are tested against similar model simulations with MM5 meteorology and 
against observation from the EMEP monitoring sites in Europe. In the validation 
the emissions are held constant at the 1990 level in all simulations in order to sepa-
rate out the effects from climate change. The overall performance of the ECHAM4-
OPYC3 setup as meteorological input to the DEHM-REGINA model is acceptable ac-
cording to the rank-ing method. It is concluded that running a chemical long-range 
transport model on data from a "free run" climate model is scientifically sound! 
 The absolute dominating impact from climate change on a large number of 
chemical species is found to be the predicted temperature increase. The tempe-
rature is by the ECHAM4-OPYC3 model predicted to increase 2-3 Kelvin on a glo-
bal average with local maxima in the Arctic of 11 Kelvin. As a consequence of this 
temperature increase, the temperature dependent biogenic emission of isoprene is 
predicted to increase significantly in concentration over land in the DEHM-REGINA 
chemistry-transport model. This leads to an increase in the ozone production and 
in the number of free OH radicals. This again leads to a significant change in the 
typical life times of many species, since the hydroxyl radicals are participating in 
a large number of chemical reactions. It is e.g. found that more sulphate will be 
present in the future over the already polluted areas and this increase can be ex-
plained by an enhancement in the conversion of sulphur to sulphate.
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